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Executive Summary 

RECONECT will build upon the Complex Adaptive Systems – CAS (complex system involves 
adaptation via learning or evolution where adaptation is the improvement of components of 
the system over time in relation to the environment) related work developed and tested during 

the EC-FP7 funded PEARL project and will further enhance its suitability for Nature based 
solutions (NBS) applications. Going beyond the state-of-the-art, RECONECT will investigate 
the possibilities for coupling CAS models with other kinds of models (e.g., hydrodynamic, 
economic, etc.) that may provide advantages when compared with straightforward applications 
of CAS models. Therefore, this deliverable aims at reviewing different approaches and 
frameworks that use CAS to assess risk and its integration with other modelling approaches 
and tools in the scientific literature.  It also aims at identifying and selecting a CAS tool that 
can support NBS policy formulation and testing. 
 
This report summarizes the coupled flood-agent-institution modelling (CLAIM) framework 
which has been developed in the framework of the PEARL project and RECONECT.  The 
CLAIM framework and its application has been tested in two case studies (Saint Maarten and 
Hamburg) that are part of RECONECT.  The report also presents perspectives on how to 
enhance the CLAIM framework to include NBS and its assessment to aid decision making, 
visualization of results to engage stakeholders and ultimately aid decision making and policy 
changes. 
 
Going beyond the state-of-the-art, RECONECT investigates the possibilities for coupling CAS 
models with other kinds of models (e.g., hydrodynamic, economic, etc.) that may provide 
advantages when compared with straightforward applications of CAS models.  RECONECT is 
paying attention to the use of CAS and its integration with other models for NBS assessment.  
The model integration aims at exploring the formulation of NBS policies and assess their 
changes and implications in time (evolution).  
 
This report can benefit practitioners, researchers and decision makers interested in the 
development and application of CAS - complex adaptive systems for NBS policy formulation 
and analysis. In particular coupled sociotechnical systems and natural systems. 
 
The deliverable report presents and describes different tools for complex adaptative systems 
(CAS) and how they were used to aid decision making in the water domain (water 
management, land use change, flood risk, socio-technical systems, etc).  The report contains 
a review of different approaches and frameworks that use CAS to assess risk and its 
integration with other modelling approaches and tools. The review of the state of art 
methodologies highlights the need to address the interlinkages between different sub-systems 
(institutions, physical infrastructure, people’s behaviour, etc). The understanding of those 
interlinkages can help to reveal the influence of policy making and the propagation of effects 
(i.e. impacts of the policy) in other components or parts of the system. As part of the review 
process, it was found that there are not many CAS model applications developed for assessing 
NBS implementation and its effects or impacts in other subsystems (i.e nature, drainage 
infrastructure, etc).  This is also true for the case of frameworks to integrate ABMs (Agent 
Based Models) with other models to explicitly assess benefits (i.e. added value to properties, 
air quality, enhancing habitats and biodiversity, etc). Also, in our review we found that there is 

hardly any large-scale ABM of CHANS (Coupled human and natural systems) developed or 

applied in the real world and this is an indication of the complexity of the task, data 
requirements and computational capacity constraints among other issues. 
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RECONECT would like to look at the resulting consequences of applying policies over 
decades of interactions between several interdependent systems. Therefore, the report 
recommends the use the CLAIM framework to include tools for NBS selection and 
modelling.  The integration with other models from different domains could for example 
reflect the various types of agents present in the CLAIM framework and their respective 
means of actuation e.g.  for institutions it could be different taxes, for urban planning 
agents, different surfaces of non-permeable pavement allowed in one area, etc. The 
added value resides mainly in the integration of the multi-disciplinary aspects of the 
problem i.e. combining together rough estimations of ecosystem diversity, return of 
investment, flood damages, and socio-economic indicators that just give “order of 
magnitude” type of results 
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1 Introduction 

 Deliverable 1.6: Report on the selection and enhancement of Complex Adaptive 

Systems (CAS) tools to support governance and policy formulation for NBS 

 Task 1.6: Selection and enhancement of Complex Adaptive Systems (CAS) tools to 

support governance and policy formulation. RECONECT will build upon the CAS 

related work developed and tested in PEARL project and will further enhance its 

suitability for NBS applications. Going beyond the state-of-the-art, RECONECT will 

investigate the possibilities for coupling CAS models with other kinds of models (e.g., 

hydrodynamic, economic, etc.) that may provide advantages when compared with 

straightforward applications of CAS models. 

1.1 Concept underpinning RECONECT 

RECONECT adopts the holistic ecosystem-based concept which is based on the premise that 

our ability to adapt to extreme hydro-meteorological events in a sustainable way depends on 

the co-evolutionary nonlinear interaction between the ever changing social, economic and 

cultural requirements and technical developments (which combine engineering measures and 

nature-based solutions) on one side and natural processes on the other. This realisation is 

crucial to RECONECT. It draws from the understandings brought by complexity theory and, as 

such, it extends the analysis beyond the direct objects or actors of concern (land planning and 

management practices, social and cultural acceptance, financing mechanisms and 

engineering solutions or nature-base solutions (NBS) for example), to include the relationships 

between them. It goes beyond the traditional view which examines input-output relationships 

to emphasise the importance of interactions and interdependences between different 

processes and actors. It also fits well with fundamental principles of ecological or ecosystems 

way of thinking (e.g. Tansley, 1935; Lindeman, 1942; Odum, 1953; Costanza et al., 1997).  

The holistic ecosystem-based concept adopted in RECONECT is in response to a very real 

practical challenge that has long constrained management of extreme hydro-meteorological 

events, offering opportunities for a meaningful exploration of the contribution of trans-

disciplinary approach. It is through the holistic ecosystem-based lens that we can better 

understand how the relationships between sociotechnical activities and the nature can help 

transformation towards sustainability where the innovation of NBS may lie.  

Based on the holistic ecosystem-based concept described above the holistic ecosystem-based 

framework will be developed and implemented. The framework will also build upon several 

closely related concepts including the ecosystems approach, ecosystem-based adaptation 

and mitigation, green and blue infrastructure, and ecosystem services (EC, 2013; EC, 2015). 

It takes a systems perspective to evaluate potential and impacts of large-scale NBS for 

enhancement of ecosystems services for different climate conditions, water domains (e.g., 

river basins, lakes and coastal systems), environmental situations and socio-cultural contexts. 

Drawing on insights from systems thinking and solution-oriented transdisciplinary research, 

the framework will focus on those properties of the system where a small shift, which can be 

potentially intractable, can lead to fundamental changes, which can be potentially highly 

influential, in the system as a whole. Hence, the following three system properties will be 

addressed within the RECONECT holistic ecosystem-based framework (Figure 1):  

file:///D:/H2O/RECONNECT/Proposal_Close_To_Final/Proposal/Ecology%2023:399-418
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a) interactions in relations to hydro-meteorological events and sociotechnical activities, 

i.e., system interactions – this will be achieved through systemic assessments of 

changes in the system’s outputs (i.e., ability to achieve multi-benefits from NBS) using 

coupled complex adaptive system models (e.g., agent-based models) and 

hydrological/hydrodynamic models. The purpose of this is to analyse the effects of 

different institutional policies, cultural contexts and land management practices on the 

effectiveness of NBS under different circumstances and conditions (mainly addressed 

in WPs 1, 2). 

b) interactions in relations to sociotechnical activities (e.g., market demand dynamics, 

land planning, policy, etc.), i.e., part of the system that relates to “sociotechnical 

interdependencies” – this will be achieved through the analysis of interactions between 

drivers for demand and supply for NBS, their replication and upscaling (mainly 

addressed in WPs 1, 4, 5); and  

c) innovative comprehensive evaluation of NBS in relation to three categories of 

challenges (i.e., water, nature and people) across spatial and temporal dimensions 

(i.e., part of the system that relates to “Innovative NBS”) (mainly addressed in WPs 1,  

 

Figure 1. RECONECT holistic ecosystem-based framework – system perspective. Three system 
properties (a), (b) and (c) will be addressed through WPs1 to 5. 

The spatial dimension of RECONECT builds from the “Dutch Room for the River Programme”1 

concept, which aims at providing the river more space to be able to manage higher water 

levels, and it aims to expand it for application in coastal areas. In addition to the spatial (or 

space) dimension, the RECONECT holistic ecosystem-based framework also incorporates the 

temporal (or time) dimension into the analysis which is needed for many considerations (e.g., 

real-time applications for better management of peak flows during flood events, increasing 

time for undertaking actions in areas at risk, etc., long-term planning applications, uncertainty 

analysis and flexibility - allowing mid-term adjustments and modifications of structure (see for 

example van Buuren et al., 2013; Woodward et al., 2014); keeping investment or 

implementation options open for future adaptation (see for example Haasnoot et al., 2012; 

Zhang and Babovic, 2011); and postponing adaptation until the time when the cost of further 

delay would be more than the benefits (see for example Felgenhauer and Webster, 2013). 

                                                     
1 https://www.ruimtevoorderivier.nl/english/ 

https://www.google.nl/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwje2bvvgY7WAhUEYlAKHSCiAPIQFggrMAA&url=http%3A%2F%2Fedepot.wur.nl%2F346270&usg=AFQjCNE1rKli-GsetzOOPwEeuQcSy28lIg
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RECONECT’s holistic ecosystem-based framework will expand the existing EKLIPSE2 impact 

evaluation framework for evaluation of large scale NBS in rural and natural areas. This will be 

done by grouping challenges into three categories (i.e., water, nature and people) and 

evaluating them in relation to spatial and temporal dimensions for the cases with and without 

consideration and deployment of NBS. Spatial dimension will concern evaluation in relation to 

the space required for ecosystem regeneration and hydro-meteorological risk reduction. 

Similarly, the temporal dimension will concern evaluation in relation to time required for 

ecosystem regeneration and hydro-meteorological risk reduction.  

RECONECT also takes into consideration EU policies and it goes beyond traditional 

approaches which is one of the innovations in RECONECT (see also Figure 1). The framework 

will build upon several closely related concepts including the ecosystems approach, 

ecosystem-based adaptation and mitigation, green and blue infrastructure and ecosystem 

services (EC, 2013; EC, 2014; EC, 2015; EC, 2016). It takes a systems perspective to evaluate 

potential and impacts of large-scale NBS for enhancement of ecosystems services for different 

climate conditions, water domains (e.g., river basins, lakes and coastal systems), 

environmental situations and socio-cultural contexts. The holistic ecosystem-based framework 

is at the core of RECONECT, which looks at the system as a whole, overcoming the traditional 

piecemeal approach. The holistic approach goes even beyond the integrated approach by 

focusing on interdependences and interrelatedness between different dimensions (social, 

technical or natural), rather than on their integration into a “whole”, which is of the essence of 

the integrated approach. 

1.2 Outline  

Given the holistic system perspective endorsed in RECONECT, the rest of the deliverable is 

structured as follows: 

Section 2 introduces the system perspective. It defines complex adaptive systems and lists 

their characteristics. Coupled complex systems such as socio-technical systems and human-

water systems are also introduced. The section characterise policies from the systems 

perspective. Further, NBS and NBS policies are described from a complex adaptive system 

perspective. 

Section 3 further elaborates on coupled human and natural systems (or socio-ecological 

systems). It provides applications of the system perspective in such coupled systems. In 

addition, it provides different methods employed to model coupled human and natural systems. 

Section 4 focuses on agent-based modelling paradigm as it is a method that will be used in 

RECONECT. The section provides agent-based model definition, development, benefits and 

limitations and applications in coupled human and natural systems.  

Section 5 discusses CAS modelling applications, especially how agent-based models are 

coupled with physically-based models to study the interaction within and between the human 

and natural subsystems. 

Finally, conclusion and outlook is provided in Section 6. 

                                                     
2 http://www.eklipse-mechanism.eu/de/home 
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2 Complex adaptive system perspective 

2.1 Complex Adaptive Systems 

Complexity theory is a relatively new field that began in the mid-1980s at the Santa Fe Institute 

in New Mexico (Miller and Page, 2007). The definition of complex systems theory must start 

with the definitions of the component terms. A system is a set of “interacting and interrelated 

elements that act as a whole, where some pattern or order is to be discerned” (Nikolic and 

Kasmire, 2013). According to Chan (2001), something is complex if it “results from the inter-

relationship, inter-action and inter-connectivity of elements within a system and between a 

system and its environment”. Mitchell (2009, p. 13) defined complex system as “a system in 

which large networks of components with no central control and simple rules of operation give 

rise to complex collective behaviour that creates patterns and sophisticated information 

processing”. The complex behaviour that arise from the interaction of individual components 

is called an emergent behaviour. The emergent behaviour of the system cannot be simply 

inferred from the behaviour of its components.  

Hence, to understand the behaviour of a complex system, one must understand not only the 

behaviour of its components but how those components act together to form the behaviour of 

the whole (Bar-Yam, 1997). For example, cities are regarded as a complex systems 

(Bettencourt, 2015). They are composed of people who are diverse in their wealth, race, 

ethnicity, profession, religion, etc. They are also different in their economic capabilities (e.g., 

different types of businesses), and spatially (e.g., rich/poor neighbourhoods, 

residential/commercial neighbourhoods). Cities are interconnected both physically and 

socially. Policies such as urban planning rules shape how the components behave and how 

the city evolves (i.e., grow or shrink). 

Complex systems can be categorised as complex physical systems (CPS) and complex 

adaptive systems (CAS) (Holland, 2014). CPS are systems composed of components that 

behave according to governing physical laws such as Newton’s laws of gravity. In such 

systems, the laws of physics are well understood and the components are the same. These 

systems are mainly described using the partial differential equations, and appear deterministic. 

However, due to complex interactions or initial conditions, these systems, can be chaotic and 

nonlinear. For example, the atmospheric system is a CPS. The atmosphere is composed of 

gases, moisture, temperature and pressure among others, and these entities are governed by 

mass and momentum laws, gas laws, friction laws, thermodynamic laws and gravity law. Gas 

molecules interact and influence each other in the atmosphere. Interactions in the atmosphere 

are so non-linear that tiny perturbation brings large effects. This behaviour is famously known 

as the butterfly effect after the seminal talk of the American meteorologist Edward Lorentz in 

1972. The interaction of gas molecules and other elements of the atmosphere leads to macro-

level emergent phenomenon such as hurricanes and tornados. Other examples and 

illustrations of how simple programs produce complex behaviours is given by Wolfram (2002).  

On the other hand, if the complex system involves adaptation via learning or evolution 

(Mitchell, 2009), then it is called complex adaptive system (CAS). Adaptation is the 

improvement of components of a system over time in relation to the environment which can 

be physical, social, technical and cultural environment (Nikolic and Kasmire, 2013). CAS have 

the following common properties (Bar-Yam, 1997; Behdani, 2012; Boccara, 2004; Holland, 

2014; Mitchell, 2009; Nikolic and Kasmire, 2013; Rand, 2015): 
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• Simple and heterogeneous components or agents that interact simultaneously 

– the components are considered as simple relative to the whole system. The 

interactions occurred across time, space and scale 

• Nonlinear interaction among components – there is no proportionality and no 

simple causality between the magnitudes of stimuli and responses, and system 

behaviour is not additive. Small changes in the system components can have a 

profound effect.  

• Information processing – perceive, communicate, process, use and produce 

information  

• Self-similarity or fractal-like behaviour both in structure and behaviour – as CAS 

are nested, higher system levels are comprised of smaller ones. 

• No central control – the system organises itself in a decentralised way. With no 

imposition of structure from a central or outside authority, the system develops 

its own structure. 

• Emergent behaviour – collective outcome of interactions or networks of agents 

which is understood at system level and not in individual basis. As interactions 

in CAS are non-linear, the aggregate properties are not attained by summation 

of the properties of components. As a result, the whole is more than the sum of 

the parts. 

• Adaptation – the capacity to evolve over time based on interactions, feedbacks 

and selection pressures, and agents learn to survive or excel in their 

environment. Adaptation is not a simple random variation.  

The main advantage of complex systems thinking is that its ability to dynamically link one part 

of a system, for example, biophysical part to another part of the same system, for example 

human part. Models which incorporate the systems thinking may consider structural change, 

learning and innovation and hence provide a new basis for policy exploration (Allen et al., 

2008). Complex systems thinking also help to fertilize cross-disciplinary integration (Bar-Yam, 

1997). This can be achieved by developing tools for addressing the complexity of subsystem 

domains which can finally be adopted for more general use by recognizing their universal 

applicability. 

Examples of CAS include ant colonies (Gordon, 2002); immune system (Ahmed and Hashish, 

2006); the brain, economies, the World Wide Web (Mitchell, 2009); cities (Bettencourt, 2015); 

traffic, crowed movement, the spread and control of crime (Ball, 2012); ecosystems and the 

biosphere (Levin, 1998). Integrated or coupled systems are also categorised as CAS, and 

recent researches examined such systems using CAS concepts and methods. Below, we 

briefly describe two types of coupled CAS: socio-technical systems and human-water systems. 

Another broader coupled CAS, coupled human and natural systems, will be discussed in 

Section 3. 

Socio-technical systems 

In broader systems such as coupled human and natural systems, technological processes are 

considered as exogenous factors (Smith and Stirling, 2010). However, a class of integrated 

systems called socio-technical systems (STS) consider technical artefacts as an integral part 

of the system. STS are systems composed of two interconnected subsystems: a social system 

of actors and a physical system of technical artefacts (Dijkema et al., 2013; Kroes et al., 2006). 
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The social subsystem is composed of human agents such as managers and users of the 

technology or technical artefacts, and social institutions including the structure and “rules” of 

interaction. The technical subsystem encompasses technology, technical artefacts, and 

processes, which are set of activities. The institutions which define agents interactions among 

themselves and with the technical subsystem are embedded within complex social structures 

such as norms, rules, culture, organisational goals, policies and economic, legal, political and 

environmental elements (Ghorbani, 2013; Qureshi, 2007). The components of the social and 

technical subsystem interact in all directions as shown in Figure 2. Examples of STS include 

supply chain (Behdani, 2012), civil aviation such as aircraft maintenance (Pettersen et al., 

2010), wastewater treatment plant (Panebianco and Pahl-Wostl, 2006), energy systems 

(Bolton and Foxon, 2015; Markard et al., 2016), transport system (Watson, 2012), and mobile 

phone production, consumption and recycling (Bollinger et al., 2013).  

 

Figure 2. Social and technical subsystem components and their interactions (from Bostrom and Heinen 
1977). 

 

Human-water systems 

CAS and STS are broader systems that cover wider aspects of natural resources and technical 

artefacts, respectively. For water managers and hydrologists, a narrower system definition that 

studies human-water interaction is relevant, and such system is called coupled human-water 

system. As in the other coupled systems, the human (or social) subsystem is composed of 

human actors, and aspects such as individual and collective decision-making mechanisms and 

organisational structures (Blair and Buytaert, 2016). The water subsystem includes processes 

in the water cycle including the physical rules and water’s cultural and religious significance 

(ibid). For example, Figure 3 illustrates interactions between surface water, groundwater and 

residents, and the effect on human health and regional economy. Studies of human-water 

interaction include irrigation systems (Wescoat et al., 2018), water resources management 

(Essenfelder et al., 2018), domestic water demand and use (Jepson and Brown, 2014; Koutiva 

and Makropoulos, 2016), flood risk management (Di Baldassarre et al., 2013; Viero et al., 

2019), and water stress conditions (Kuil et al., 2016). 
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Figure 3. Hydrosocial cycle showing surface water and groundwater interactions with human health and 

the economy in the cities of Turku and Tampere in Finland (from Lyytimäki and Assmuth, 2015). 

2.2 Policies as CAS 

The term policy can be defined in multiple ways as there is no unified definition given by experts 

of different background. For example, a policy can be defined as “a statement by government 

of what it intends to do, such as a law, regulation, ruling, decision, order, or a combination of 

these. The lack of such statements may also be an implicit statement of policy” (Birkland, 2016, 

p. 9). This definition clearly stated that the government is the policy determiner. It classified 

policies as explicit, when the statement is clearly written in a document, and implicit, when 

there is lack of definitive statement showing the government chooses not to do. Another 

definition given by Schneider and Ingram is that “policies are revealed through texts, practices, 

symbols, and discourses that define and deliver values including goods and services as well 

as regulations, income, status, and other positively or negatively valued attributes” (Schneider 

and Ingram, 1997, p. 2). On the other hand, this definition does not specify who determines 

the policy and expands notions such as values.  

Some of the attributes of policies are (Birkland, 2016; Schneider and Ingram, 1997): 

 Policies are public, i.e., they are formulated considering the public interest. Hence, 
policies are also interpreted and implemented by the public. 

 Though they are formulated in response to public needs and desires, policies are 
made by governments. 

 Policies have consequences on several levels as they serve several different 
purposes and interests at the same time. 

 Policies evolve, through the addition of new statements, amendments to old ones 
and through the change in interpretations by the public  

Policymaking process includes a number of activities such as problem identification, agenda 

setting, policy formulation, policy legitimation, policy implementation and policy evaluation 
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(Dye, 2013). The process is not a linear one, but activities may occurred simultaneously and 

iteratively. These activities involve the participation of heterogeneous actors that can be 

individuals or entities, such as legislators, bureaucrats, think thanks, interest groups and 

members of the public (ibid). There is an interaction between the actors during the policy 

process across scale, time and space. Further, policies do not work with clear and linear cause 

and effects. Due to the interaction among the heterogeneous agents, policies should take into 

account multiple causalities and indirect effects (Furtado et al., 2015). A policy designed to 

solve one problem may have undesirable or other desirable effects on other issues (Reuter, 

2009). The unexpected outcome of a policy have an emergent behaviour. Policies are also 

shaped by previous policies and environmental factors (Kay, 2006). 

Hence, a policy system is regarded as a complex adaptive system with multiple, 

interconnected and interacting actors, non-linear behaviour both during formulation and its 

outcome, nested policy subsystems and evolving nature (see Kay, 2006; Furtado et al., 2015). 

As a result, analysing policies, for example, their formulation, implementation and evaluation, 

using complex system methods provide a valuable understanding of the underlying 

complexities of the system.  

2.3 NBS Policies as CAS 

The International Union for the Conservation of Nature (IUCN) defines nature-based solutions 

(NBS) as “actions to protect, sustainably manage, and restore natural or modified ecosystems 

that address societal challenges effectively and adaptively, simultaneously providing human 

well-being and biodiversity benefits” (Cohen-Shacham et al., 2016, p. 5). As shown in Figure 

4, societal challenges addressed by the implementation of NBS include disaster risk, climate 

change, water security, human health, and social and economic developments. Implementing 

NBS involves multiple actors. For example, actors such as citizens, engineers, planners and 

consultants were involved during the revitalisation of the river bank and river valley Slepiotka 

in Katowice, Poland (Frantzeskaki, 2019).  

 

Figure 4. NBS as an umbrella term for ecosystem-related approaches (from Cohen-Shacham et al., 
2016, p. 11). 
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In most cases, NBS are designed considering multiple benefits. In the previous example, the 

river bank and valley restoration contribute to ecosystem restoration, flood protection (disaster 

mitigation) and recreation. Considering the above characteristics, NBS implementations can 

be seen as CAS. In addition, as NBS are multipurpose and they require multiple disciplinary 

expertise for their design. Therefore, systems thinking is a useful tool to understand NBS 

related challenges and their solutions (Keesstra et al., 2018). Nesshöver et al. (2017) also 

highlighted that framing NBS problems in relation to socio-ecological systems is essential to 

understand the multiple links within and between human and natural systems. CAS can also 

be used to explore and advance our understanding in terms of limiting factors or barriers and 

also opportunities for the implementation and upscaling of NBS.  Which is important in order 

to facilitate favourable market conditions for policy implementation such as the European 

green deal.   
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3 Coupled Human and Natural System 

3.1 Definition 

Coupled human and natural systems (CHANS)3 are “integrated systems in which people 

interact with natural components” (Liu et al., 2007a, p. 1513). In CHANS, the human 

subsystem is also called social subsystem while the natural subsystem can be identified as 

the environment, ecology, ecosystem or landscapes. Therefore, CHANS are also known as 

social-ecological systems (Ostrom, 2009; Schlüter et al., 2012), socio-ecological systems 

(Filatova et al., 2013), human-environmental systems (Harden, 2012) and human-landscape 

systems (Werner and McNamara, 2007).  

Human actions affect biophysical systems and biophysical factors affect human well-being, 

which signifies the interconnected nature of the social (i.e., human) and ecological (i.e., 

biophysical) subsystems (Berkes 2011). For example, human activities such as construction 

of dams for hydropower generation are exerting increasing impacts on the environment by 

changing the land cover. That, in turn, may change the climate, which changes the frequency 

of extreme precipitation and extreme draught. The human-natural interactions occur at multiple 

scales. For example, spatially, it can be in a local, regional, continental and global scales 

through trades, environmental degradations and disasters (Liu et al., 2007b).  

In addition, the component systems are composed of subsystems such as resource systems, 

resource units, users and governance systems that interact to produce outcomes at system 

level (Ostrom, 2009). As the subsystem interactions are strong, it is significant to study them 

as a coupled system (Werner and McNamara, 2007) through multidisciplinary efforts that 

address the multilevel whole system (Ostrom, 2009). Integrating human and natural systems 

through the CHANS perspective emphasizes on the complexity of the coupled system, 

including feedback, nonlinearity, heterogeneity, and time lags in the systems (Liu et al., 2007a). 

Figure 5 shows the conceptualization of the development of global climate change as a 

CHANS, including system components, actions and interactions. Other areas of focus under 

these systems include bio-gas infrastructures (Verhoog et al., 2016), sustainable agriculture 

(Teschner et al., 2017), land degradation (Detsis et al., 2017), land use and land cover change 

(Drummond et al., 2012), recreational fisheries (Ziegler et al., 2017), coastal and marine 

systems (Glaser et al., 2012), rangeland management (Li and Li, 2012), and wildlife 

conservation (Carter, 2014). Flood risk management has also been studied under the CHANS 

paradigm, which will be elaborated in the next section. 

                                                     
3 CHANS are also addressed as CHNS (coupled human-natural systems) 
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Figure 5. Components, actions and interactions of the development of global climate change as a 
CHANS (from Karsten et al., 2018). 

 
In the work of An (2012), a review of decision models used in ABMs for modelling human 
decisions in CHANS was performed. Nine types of decision models were categorized including 
microeconomic models, space theory based models, psychosocial and cognitive models, 
institution-based models, experience- or preference-based decision models (rules of thumb), 
participatory agent-based modelling, empirical- or heuristic rules, evolutionary programming, 
and assumption and/or calibration-based rules. These models range from empirically based 
models to process-based modes and each type of models has its own strengths and 
weaknesses. The review suggested that more efforts should be invested in process-based 
models or mechanisms to better understand CHANS and the selection of decision models is 
better to follow the KISS rule (“keep it simple, stupid”) and based on the suitability for the 
corresponding contexts. This work also advocates for the development of protocols for 
CHANS-oriented ABMs for better modelling of human decisions in CHANS. 

 

3.2 NBS as CHANS 

The benefits that humans gain from the natural environment and from properly-functioning 

ecosystems are called ecosystem services (Wang et al., 2018). One of these services are 

regulating services including flood and natural hazard regulation (Millennium Ecosystem 

Assessment, 2005). As floodplains are CHANS, they exhibit interactions among social, 

ecological and hydrological systems (Moritz et al., 2016), studying the flood regulation services 

of ecosystems through the CHANS lens is vital to understand the complex interactions of 

humans and floodplains. To that end, NBS offers the human-ecological connections (Randrup 

et al., 2020) by providing the necessary regulating ecosystem services and benefits to the 

environment itself and to the human system too. However, the implementation of NBS as a 

complex socio-ecological system for flood risk management, including other benefits, is less 

studied and understood compared to their technical significance (Venkataramanan et al., 

2020). Below, we will see some examples of studies that applied NBS as a means of flood risk 

management, and implemented as CHANS. 

Brent et al. (2017) studied households’ willingness to pay for distributed green infrastructures 

that could improve environmental services such as water security, stream health, recreational 

and amenity values in addition to flood risk reduction and urban heat island effect. Their 
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research, which was based on household surveys, was conducted in Melbourne and Sydney, 

Australia. The results of the study showed that respondents valued the environmental benefits 

of local storm waters as significant and positive, especially towards reductions in flash 

flooding, reductions in water restrictions, improvements in stream health, and cooler 

summer temperatures. The results also showed that residents of the two cities value the 

environmental services associated with local flood management. Such studies are useful to 

inform decision-makers by providing quantitative arguments concerning the societal benefits 

of stormwater infrastructure investments. 

Mayer et al. (2012) studied an approach that encourages landowners to mitigate impervious 

surfaces, such as roofs, on their properties by implementing green infrastructures. The study 

applied an economic incentive to place rain gardens and rain barrels onto private properties 

near Cincinnati, Ohio, USA. These main ecosystem services gained from the stormwater 

installations are flood protection and improving water quality problem posed by a combined 

sewer overflow infrastructure. Other benefits to the local residents include reduced nutrient 

loading due to water infiltration and increased biological productivity within stream networks. 

Mayer et al. argued that “given the complex social and economic dynamics that occur at this 

scale, implementation of green infrastructure requires just such a multi-disciplinary approach.” 

Hence, they monitored hydrological and ecological variables such as discharge, water quality, 

aquatic biota and ecosystem respiration. Regarding the social system, the measures were 

distributed to landowners via a reverse auction events. Two rounds of auctions in consecutive 

years resulted in an increase in implementation of the measures on private properties as 

residents were encouraged by free rain gardens and rain barrels. However, the measures had 

a small but statistically significant effect of decreasing stormwater quantity at neighbourhood 

scale. 

Turner et al. (2016) examined NBSs, rain gardens, bioretention cells and rain barrels, installed 

on private properties for a regional stormwater management program in Parma, Ohio, USA. 

The study analysed “the socio-cultural factors that influence participation including resident’s 

self-reported landscaping behaviours, environmental knowledge and values, and attitudes and 

perceptions toward green infrastructure and stormwater management.” One of the findings of 

the result is that residents in the study area generally vary in environmental attitudes and 

perceptions toward stormwater management and green infrastructure. Only a quarter of the 

residents have a positive perception to the effectiveness of the measures at reducing runoff. 

Some even perceived the measures created problems such as collecting litter and attracting 

mosquitoes, and many would not install them in their properties. The study concludes that 

socio-cognitive factors such as attitudes are more important to residents’ adoption behaviour 

than environmental values. Further, in addition to providing incentives such as low cost or free 

installation of the NBSs, higher adoption rates of the measures can be achieved by increasing 

understanding of the subjective perceptions and attitudes of individuals towards the measures.  

 

3.3 Modelling CHANS 

Human-nature systems had been studied as one of the systems constrains or disturbs the 

other exogenously. “Social scientists have often focused on human interactions, minimizing 

the role of environmental context or perceiving environmental influences to be constant, 

whereas ecologists have traditionally focused on pristine environments in which humans are 

external and rarely dominant agents” (Liu et al., 2007b). However, the CHANS approach 
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provides a means to integrate the two systems as one complex unit in which their interaction 

is characterised by feedbacks and co-evolutions. 

The main advantage of studying NBS using the CAS perspective is its ability to dynamically 

link two different subsystems, i.e., the human subsystem and the natural subsystem4, and to 

model their interaction. Models which incorporate the systems thinking may consider structural 

change, learning and innovation and hence provide a new basis for policy exploration (Allen 

et al., 2008). 

In the nested human-natural system, the human subsystem is a CAS by itself. Hence, it 

requires a careful selection of modelling methods to simulate heterogeneity and adaptation. 

One view of modelling complex systems is the reductionist hypothesis. The hypothesis is 

explained that with the right simplification, one will understand everything based on particle 

physics (Miller and Page, 2007). That means, knowledge is an applied physics. However, the 

fallacy of the hypothesis is that knowledge of the fundamentals of a particle physics may not 

be useful to reconstruct higher-level systems (ibid).  

For example, the classical reductionist modelling methods such as differential equations or 

statistical techniques such as regression and Bayesian nets have limitations in modelling CAS 

(Holland, 2006). These methods are characterized by restrictive or unrealistic assumptions 

such as linearity, homogeneity, normality, stationarity (Bankes, 2002) and tractability so that 

they can be solved mathematically (Gilbert and Terna, 2000; Railsback and Grimm, 2012). In 

addition, Holland argues that differential equations are more powerful to describe systems 

which can easily be approximated by linear techniques and systems that tend to reach 

equilibrium. It is also not easy to approximate an agent’s behaviour using differential equations 

as the agent may have conditional actions that are governed by the rules of interaction. 

Further, Heckbert et al. (2010, p. 42), discussed that “statistical models are at a disadvantage 

when the subject of the model is not a homogenous population or when that population has 

coordinated or coherent interactions.”  

Hence, methods which capture a more “realistic” view of CAS shall be used, such as 

exploratory computer-based models (Holland, 2006). These are computer programs that are 

used to model processes including those with non-linear relationships (Gilbert and Terna, 

2000). The emergent behaviour of the model that is described by computer programs is 

assessed by running the program multiple times and evaluate the effect of different input 

parameters. Such modelling process is called computational modelling or computer simulation 

(ibid). Computer-based models provide a mental laboratory in which thought experiments can 

be explored to define system-level possibilities (Holland, 2006). The unique insights gained 

regarding complex systems is that simulation models provide an improved understanding of 

the complexity as an emergent phenomenon (Cioffi-Revilla, 2014). The main purposes of 

simulation model are prediction, forecasting, management and decision-making, social 

learning and system understanding (Kelly et al, 2013).  

According to Gilbert and Troitzsch (2005), developing a simulation model passes through 

certain steps. The first step is identifying a question or problem in a system, which will be the 

aim of the research under study. Then the system should be defined, including the model 

boundaries. Model parameters and initial conditions are set by carefully observing the system. 

While designing the model, assumptions should be made. As every model is a simplification 

of the actual system that is modelled, deciding what is included and what is left out is an 

                                                     
4 The natural subsystem can also be referred to as the physical subsystem or ecological subsystem or 
environmental subsystem. 
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important consideration. Finally, the designed model is written into a computer program and 

the simulation is carried out by executing the programs. To make sure that the simulation 

output is useful, performing steps such as verification, validation, sensitivity analysis and 

uncertainty analysis are essential. Balci (1989) presented a more elaborated life cycle of a 

simulation study, which is composed of ten phases, as illustrated in Figure 6. 

 

Figure 6. The life cycle of a simulation study (from Balci, 1989). 

The main techniques available for building simulation models include system dynamics, 

microsimulation, queuing models, multilevel simulation, cellular automata and agent-based 

models (Gilbert and Troitzsch, 2005). However, considering the use of simulation models in 

CHANS or socio-/social-ecological systems (SES) or human-environmental systems (HES), 
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the most common simulation models are system dynamics, cellular automata and agent-based 

models5. Below, we describe the techniques. 

System dynamics (SD) is developed by Jay Forrester in the 1950s and 1960s (Forrester 

2007). An SD simulation is “a variable-based computational model for analysing complex 

systems containing feedback and feedforward dependencies among variables and rates of 

change, often with high-dimensionality” (Cioffi-Revilla, 2014, p. 251). The philosophy of SD is 

formalising systems based on difference and differential equations, which is formulated when 

dynamic hypothesis of a system are converted into a “stocks and flows” representation (Kelly 

et al, 2013). The stocks and flows are the system state variables and the processes that 

influence change in the stock levels, respectively. Whereas, a dynamic hypothesis is “a 

conceptualisation of the causal relationships, feedback loops, delays, and decision rules that 

are thought to generate system behaviour” (Kelly et al, 2013, p. 164). SD model development 

uses a Causal Loop Diagram, which is a graphic representation of positive and negative 

feedbacks of a given variable (Cioffi-Revilla, 2014). The diagram is easy to learn and allow 

participation of experts in the modelling process.  

SD simulations are suitable for policy modelling as it visualises causal relationships and 

providing the policy maker the access to policy levers (Gentile et al., 2015). They provide the 

capacity to model feedbacks, delays and non-linear effects as well as improving system 

understanding and fostering knowledge integration for modellers (Kelly et al, 2013). Some of 

the limitations of SD models include: limited treatment of space such as spatial aggregation 

(ibid), lack of exposing underlying micro-level (such as individuals) behaviours (Gentile et al., 

2015), and lack of being adaptive as equations and feedbacks are structural (Heckbert et al., 

2010). 

An example of an SD model is the water and environmental management model presented in 

(Qin et al., 2011). The study employed SD as a platform to integrate socio-economic system, 

water infrastructure system and receiving water system in a rapidly urbanised catchment. 

Aspects considered in the socio-economic system are population growth, gross regional 

production and water demand and pollutants generated by residents and industries. Elements 

considered in the water infrastructure system are water supply in the catchment and the total 

effluent load from sewer and waste water treatment plants. The receiving water system 

considers rivers including transport, transformation and fate of pollutants in the rivers. The 

stock-flow diagram showing how the systems and their component are integrated is depicted 

in Figure 7. The study simulates the interaction between the three systems with the aim of 

evaluating different water management models and providing a better means of 

communication between decision makers. 

 

                                                     

5 The search was done in Web of Science Core Collection for the years 1900-2020, for document types 

of “Article” OR “Book” OR “Book Chapter” OR “Proceedings Paper” OR “Review”, and documents written 

in English. No systematic filter was conducted. A search for “CHANS” OR “CHNS” OR “SES” OR “HES” 

AND “queuing model”, “multilevel simulation” and “microsimulation” resulted in 0, 3 and 3 documents.  
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Figure 7. Stock-flow diagram of the system dynamic water and environmental management model (from 

Qin et al., 2011). 

 

Cellular automata (CA) models are object oriented simulation models that use cells as 

elementary units to understand emergent complexity (Cioffi-Revilla, 2014). The cells interact 

in a two-dimensional grid-like landscape using some rules and change their states. CA are 

discrete spatio-temporal models which are capable of demonstrating complex behaviour and 

emergence in a system (Clarke, 2014). CA has the following elements: cells, neighbourhood 

surrounding a cell, a set of initial conditions and rules (ibid). Conventional CA models are 

characterised by discreteness (i.e., the model space is divided into cells and the time step has 

an integer unit), locality (i.e., cells interact only with immediate neighbouring cells), interaction 

topology (i.e., cell interactions are either with 4-cell von Neumann neighbourhood or 8-cell 

Moore neighbourhood) and scheduled updating (i.e., the states of cells are updated after each 

time step) (Cioffi-Revilla, 2014). 

Although CA models had been commonly used to investigate complex behaviours in general 

(see Wolfram, 2002), their capability in representing more realistic geographical systems is 

well acknowledged recently. CA models are best applied in cases of spatially distributed 

process simulations (Clarke, 2014) such as urban growth and land use-land cover change 

models (Santé et al., 2010). By easily integrating with GIS, one can develop high resolution 

CA models that have high computational efficiency (ibid). CA models are simple and flexible, 

hence can easily be implemented. However, as CA cells are static, modelling moving agents 

is not possible (Clarke, 2014). Additionally, Clarke discussed that as CA models use square 

grids, they are subject to errors in relation to map projection issues. Their simplicity can also 

be criticised as oversimplification. 

An example of a CA model is the MOLAND (Monitoring Land Use/Cover Dynamics) urban and 

regional growth model presented in (Lavalle et al., 2004). The MOLAND models has been 

used at European scale to assess scenarios or urban growth in strategic European corridors.  
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The model takes five inputs (as digital maps): actual land use type, accessibility to transport 

network, suitability of the area for different land uses, zoning status and socio-economic data 

such as population, income, production and employment. The MOLAND model is designed for 

larger urbanised regions (for example, large cities). It can simulate processes at three 

geographical levels (i.e., global, reginal and local levels) that change the spatial configuration 

of an area (see for example Figure 8). The model is employed to predict the likely future land 

use development based on spatial planning and policy scenarios. The predicted land use maps 

can be used to investigate the contribution of urbanization to flooding. This will allow decision-

makers to plan in advance and identify suitable mitigation measures. 

 

Figure 8. An example of a MOLAND model representing processes at global, regional and local spatial 

levels for the Greater Dublin Area (from Lavalle et al., 2004). 

 

Of the three simulation techniques, agent-based models (ABMs)6 provide the “most natural” 

description and simulation of a CAS (Bonabeau, 2002). ABMs are better technique as they 

compensate the drawbacks of SD and CA. For example, unlike the CA that model cell 

interactions only between neighbouring cells that are fixed, ABMs allow interactions over 

space using mobile agents or over other space that is not grid such as social networks 

(Heckbert et al., 2010). Compared to SD, ABMs represent individual-level dynamics and 

aggregate features as well as the macro level behaviour. As a result, ABMs are the preferred 

technique to model NBSs as CHANS in RECONECT, and we shall describe them in detail in 

the next section.  

                                                     
6 In the following sections, we use ABM to refer to either an agent-based model or an agent-based 
modelling paradigm. It should also be noted that, in some literatures, agent-based models are called 
agent-based simulations, agent-based modelling and simulations, and agent-based computational 
models. 
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4 Agent-based modelling 

4.1 Agent-based model – Definition  

An agent-based model is “a computational method for simulating the actions and interactions 

of autonomous decision-making entities in a network or system, with the aim of assessing their 

effects on the system as a whole” (Dawson et al., 2011, p. 172). ABMs offer “a way to model 

social systems that are composed of agents who interact with and influence each other, learn 

from their experiences, and adapt their behaviours so they are better suited to their 

environment” (Macal and North, 2010, p. 151). However, agent interaction is not only with each 

other, but also with their environment (Railsback and Grimm, 2012). ABM is used to discover 

the global behaviour or the emergent properties of a system based on individual agents’ 

behaviours and interactions, providing a bottom-up modelling perspective (Nikolic and 

Kasmire, 2013). An ABM is also used to study individual agents’ reaction to the emergent 

system state (Railsback and Grimm, 2012). The emergent patterns, structures and behaviours 

arise through the agent interactions, but not by explicitly programmed into the models (Macal 

and North, 2010). 

An ABM consists of three elements: a set of agents (actor is the real “thing” and agent is actor’s 

representation in a model); set of agent relationships and methods of interaction, and agents’ 

environment (Macal and North, 2010; Nikolic and Kasmire, 2013) as shown in Figure 9. An 

agent can be defined as “a computer system situated in some environment, and that is capable 

of autonomous action in this environment in order to meet its design objectives” (Jennings and 

Wooldridge, 1998, p. 4). The autonomy is related to agent’s capability to process information 

and act on its own without the influence of a centralised control, make an independent decision 

and pursue its own objective (Crooks and Heppenstall, 2012; Macal and North, 2010; 

Railsback and Grimm, 2012). The authors extend some other characteristics of agents as: 

agents can be heterogeneous that they different from each other in characteristics; agents can 

learn from their experience and adapt their behaviours based on the current events and in 

reference to past events in order to better suit to their environment; agents are social 

interacting with each other and their environment, which influences their behaviour; and agents 

have goals to achieve based on their behaviour.  
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Figure 9. Agent-based model structure depicting Agents, agent interactions and environment (from 
Nikolic and Kasmire, 2013). 

 

Agents have state and behaviour (Jennings and Wooldridge, 1998; Nikolic and Kasmire, 2013; 

North and Macal, 2007). The state provides relevant information about an agent’s current 

situation through a set of variables/attributes, and it defines what the agent is. These are 

information such as age, location, income and type. The state may change over time due to 

the agent’s actions and interactions in the system dynamics. The behaviour includes the 

actions and interactions of the agent, and it defines what the agent does. It is influenced by 

agent’s states, its decision making and the rules of interaction. The behaviour of agents is 

represented by rule-based and analytical decision-making functions (Heckbert et al., 2010). 

Agents may have relationship and interaction with other agents and their environment. Agents 

may interact reactively when they are triggered by an external stimulus or they initiate the 

interaction while pursuing an objective (Crooks and Heppenstall, 2012). At the same time, 

agents do not interact with all agents, but they interact locally. Interactions constitute feedbacks 

between an individual agent and the external elements it interacts with (Heckbert et al., 2010) 

that leads to change in the agent’s state or behaviour by taking actions (Wilensky and Rand, 

2015). These interactions happen with respect to the rules or methods of interaction and 

agents’ states and behaviours. The most common types of rules are the nested if-then-else 

types of decision rules (Nikolic and Kasmire, 2013). The “if” part specifies conditions and the 

“then-else” part specifies the actions or decisions made by agents when the conditions are 

met. 

The environment is the space where agents are situated in and operate (Crooks and 

Heppenstall, 2012; Nikolic and Kasmire, 2013). It provides the external information that an 

agent needs to know in addition to the structure it provides in which the agents could situate. 

The environment can be a continuous space, a grid cell or a social network (Crooks and 

Heppenstall, 2012). The environment may represent a geographical space such as the 

physical features of a city using GIS maps (Abdou et al., 2012). In cases of such spatially 

explicit environment representations, agents have coordinates to show their locations, which 
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can be static or dynamic (i.e., if agents move or not). A detailed discussion on the explicit 

integration and representation of space in ABMs is given in (Stanilov, 2012). 

4.2 Agent-based model – Development  

As in any model development, certain steps must be followed to develop an ABM. Railsback 

and Grimm (2012) suggested an iterative modelling cycle with six tasks: formulate the research 

question; assemble hypotheses for essential processes and structures that are addressed in 

the question; choose the model processes and structures such as scales, entities, variables 

and parameters, and formulate the model; implement the model by converting the verbal model 

descriptions to computer programs; analyse, test and revise the model; and communicate the 

model (see Figure 10). Nikolic et al. (2013) also provide ten practical steps for developing and 

using an ABM, which are a more detailed version of the steps given by Railsback and Grimm, 

2012.  

Regarding communicating the model, Grimm et al. (2006) develop a standard protocol for 

describing ABMs. The aim of the protocol is to describe all ABMs in the same sequence so 

that it is easy to read and understand them. The protocol is called the ODD protocol based on 

the initials of its three blocks: Overview, Design concepts, and Details. The overview describes 

the purpose of the model, its state variables and scales, and conceptual description of 

processes and the scheduling of these processes including ow time is modelled in the model. 

The design concepts provide key CAS concepts for designing, describing and understanding 

ABMs. These include emergence, adaptation, fitness, prediction, interaction, sensing, 

stochasticity, collectives and observation. Finally, the details include the initialization of agent 

attributes and the environment, model inputs that are imposed dynamics of state variables and 

submodels representing the process including the model parametrization. An updated version 

of the ODD protocol can be found in (Grimm et al., 2010). 

 

Figure 10. ABM modelling cycle consisting six tasks. Modelling is an iterative process and the tasks 
may be redone. The iteration is not necessarily follow the full cycle but also going through smaller loops 
between any of the tasks (from Railsback and Grimm 2012). 
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The software implementation of ABMs can be done in two ways: using all-purpose software 

and programming language, or using specially designed software and toolkits (Macal and 

North, 2010). Implementing ABMs using general programming languages such as R, Python, 

Java, C++ and C provides flexibility as a combination of tools and libraries can be employed. 

However, writing programs from scratch using these languages are time-consuming as 

modellers may invest time programming non-content-specific parts such as graphical user 

interface, data import-export and visualisation (Crooks and Castle, 2012), it requires advanced 

programming skills and there are less help and support (Nikolic et al., 2013).  

Therefore, modellers opt to use tools/toolkits or development environments to implement 

large-scale ABMs (Macal and North, 2010). Toolkits are “simulation/modelling systems that 

provide a conceptual framework for organising and designing agent-based models” (Crooks 

and Castle, 2012, p.229). They consist of a library of pre-defined routines that modellers call 

to define the model. They also provide the functionality to extend their capability by integrating 

external libraries such as GIS libraries that provide spatial analysis and better data 

management. A development/modelling environment is a “programming language or 

modelling suite that provides the software infrastructure for programming the agents, their 

states and behaviour, their interactions and the environment … [including] support code, such 

as a scheduler, graph plotting, statistics collection, experiment setups, etc” (Nikolic et al., 2013, 

p.94). It also provides built-in functionalities to compile and execute models (Macal and North, 

2010). There are also hybrid services that provide a stand-alone library and a development 

environment (ibid). 

There are numerous ABM toolkits and development environments. A comprehensive survey 

can be found in Abar et al., (2017), Kravari and Bassiliades (2015), Nikolai and Madey (2009) 

who reviewed 85, 24 and 53 ABM software, respectively, using multiple evaluation criteria. 

Focusing only on the use of ABMs for disaster risk management (DRM) and in particular hydro 

meteorological hazard events such as floods, tsunamis and hurricanes. As described in 

section 2.3 one of the main societal challenges addressed by the implementation of NBS is 

disaster risk mitigation and climate change among others.  

Medina et al. (2020) systematically search for particular combinations of keywords in the main 

academic databases such as Scopus and Web of Science.  The study reviewed 115 peer-

reviewed articles and their findings, see Figure 11. ABM tools for disaster management of Hydro 

meteorological events show that NetLogo is the most used ABM development environment 

(23.5%) followed by Repast Simphony (8.7%).  

The preference for using Netlogo can be explained as it incorporates easy to use interface and 

have a fast learning curve. Netlogo is the right choice for novice users or non-specialist. It has 

been extensively reported that it provides several libraries and examples that can be re-used 

and adjusted to the modeller needs 
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Table 1 presents a summary of the main characteristics of selected ABM tools that have the 

most potential to be used in NBS implementation for hydro meteorological risk reduction in 

particular floods, tsunamis and hurricanes. Adopted from Medina et al, 2020. 

Table 1. Comparison of the most suitable ABM tools for DRM and its recommended use. Listed in 

alphabetical order.   

ABM 
Software 

Tool 

License / 
Availability 

Coding 
Language 

--------- 
IDE 

Model 
development 

effort 

Modelling 
Strength 
--------- 

Scalability 
Level 

Remarks  

General-purpose ABM software 

Anylogic 
Proprietary, 
Commercial 

Java 
--------- 

IDE: Own 
platform 

Moderate 
High  

--------- 
Large Scale 

If access to the software is not a 
limitation. 

When the model is already built in 
this software 

For large applications 

When user-friendly IDE is preferred  

Can be applied in several sectors 
such as simulations in 
transportation, healthcare, social 
sciences, economics, urban 
dynamics, supply chains, 
computer/telecom networks, 
logistics, and complex adaptive 
dynamic/discrete-event systems. 

GAMA 
Open source, 
GNU GPLv2, 

Free 

GAML 
modelling 
language 

Moderate 
Medium  
--------- 

Large scale 
To prototype models 

2

2

2
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3
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Figure 11. ABM tools for disaster management of Hydro meteorological events 
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ABM 
Software 

Tool 

License / 
Availability 

Coding 
Language 

--------- 
IDE 

Model 
development 

effort 

Modelling 
Strength 
--------- 

Scalability 
Level 

Remarks  

--------- 
IDE: Eclipse 
platform + 

Plotting and 
graphical 
editors 

To be used in medium to large 
scale case studies 

When advance and sophisticated 
and built-in GIS capabilities are 
required 

When programming skills are 
intermediate or not a limitation 

Modelling & development platform 
for building spatially explicit agent-
based simulations such as Land-
use and land-planning, social, 
institutional, economical, ecological 
or biophysical systems. 

NetLogo 
Open source, 

GPL, Free 

Netlogo 
language 

--------- 
IDE: Own 
interface 

Simple /Easy 
Medium  
--------- 

Large scale 

To prototype models 

To be used in small or medium-
scale case studies 

To be used in academic settings 

When GIS and graphical 
representation is secondary 

When programming skills are not 
strong 

Modelling and development 
environment for different types of 
simulations in social and natural 
sciences, and education 
(teaching/research) 

Repast-HPC 
Open source, 

BSD, Free 

C++ 
--------- 

IDE: Eclipse 
platform 

Complex 
/ Hard 

High  
--------- 

Large Scale 

When the system to model  is very 
large or complex scale 
When GIS integration is a must. 
To be used in large scale parallel 
or distributed computing clusters 
When programming skills is not a 
limitation 
 
Simulations in computational social 
sciences, cellular automata, 
complex adaptive systems 

Repast 
Simphony 

Open source, 
BSD, Free 

Java 
--------- 

IDE: Eclipse 
platform 

Complex  
High  

--------- 
Large Scale 

When the system to model is very 
large or complex scale 

When GIS integration is a must. 

When programming skills is not a 
limitation 

Platform for simulations in social 
sciences, supply chains, 
geographical Information Systems 
(GIS), cellular automata, complex 
adaptive systems. 

 

Based on the benefits and limitations of ABM software given in the above mentioned review 

papers and other literature such as: Crooks and Castle, 2012; North and Macal, 2007; 

Railsback et al., 2006. The Repast Simphony development environment (North et al., 2013) is 

one of the modelling environments with the highest computational capability and scalability. 

Repast Simphony is a free, open source, integrated, interactive, hybrid and cross-platform 

Java-based ABM environment. It uses the multilingual and integrated Eclipse development 

environment. The most recent version is 2.6 and was released in 2018. Repast Simphony has 
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a high computational modelling capacity and large model scalability level. It provides time 

scheduling, space management, behaviour activation, random number generation, interactive 

two- and three-dimensional model visualizations, GIS modelling and visualization, third-party 

application sets, batch runs and data collection while it is running. It also has a high degree of 

support through tutorials, example models, a reference manual, frequently asked questions, 

Application Programming Interface (API), an active mailing list including archives and a Stack 

Overflow page. Some disadvantages of the Repast Simphony environment is that it is hard to 

learn and requires higher development effort. However, based on its capabilities the Repast 

Simphony environment is the preferred choice in RECONECT’s complex systems studies. 

4.3 Agent-based model – Benefits and limitations 

The benefits of ABM as a simulation technique include: it captures emergent phenomena that 

result from the interaction of agents; it provides a natural description of a system in which the 

model seems closer to reality; it is flexible in such a way that the modeller can tune the 

complexity or change levels of description and aggregation of agents (Bonabeau, 2002); it is 

useful to get deeper understanding of drivers and their influence on the system characteristics, 

and to explore various institutional arrangements and potential paths of development to assist 

decision and policymakers (Pyka and Grebel, 2006). ABM also provides feedback with a 

visualization that allows modellers to understand and examine the system at an overall, 

aggregate level or at an individual agent level (Wilensky and Rand, 2015). Furthermore, 

Axelrod (2006) stressed that ABM is a wonderful technique to study problems that bridge 

disciplinary boundaries by addressing fundamental problems and by facilitating 

interdisciplinary collaboration.  

The major limitation of ABMs is the difficulty of modelling human agents decision (An, 2012) 

due to their potentially irrational behaviour and subjective choices (Bonabeau, 2002). 

Modelling individual agents’ behaviour and their interaction requires a description of many 

agent attributes and behaviour and relationships, hence, detailed data is required to 

parametrise the model and ABMs tend to have high numbers of parameters (Kelly et al., 2013). 

Other limitations of ABMs are the difficulty in model calibration and validation (Crooks and 

Heppenstall, 2012; Heckbert et al., 2010), the high computational requirements associated 

mainly with modelling large systems (Bonabeau, 2002; Wilensky and Rand, 2015) and the low 

predictive power of ABMs because of their sensitivity to factors such as small variations in 

interaction rules (Crooks and Heppenstall, 2012). 

4.4 Agent-based model – Applications  

A good practice for ABM modellers should be the definition of whether or not this is the 

appropriate modelling technique followed by the proper definition of the purpose of the model 

(Manson et al., 2020; Schulze et al., 2017). A standard categorization of the model purpose in 

ABMs is whether it is intended as a descriptive or as a predictive model. Predictive models 

have a general purpose of demonstrating and exploring ideas or for testing hypotheses 

whereas descriptive models are built to provide decision making and management support.  

Findings of an extended literature review of 115 relevant peer-reviewed articles that applied 

ABM in water-related disasters studies by Medina et al. (2020) showed that 82.6% of ABMs 

are of a predictive nature (see Figure 12). These models were designed as a model of a 

specific real system using observations or data. ABMs in the world of DRM have been used 

as predictive model in different backgrounds and purposes such as exploring the effects of 

policy and management strategies implementation, exploring the role of spatial planning in risk 
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management, evacuation simulation, loss and damage assessment, risk insurance and risk 

communication during a disaster. Despite the use of ABMs in DRM studies is a relatively recent 

approach, the high number of direct applications the study found shows the acceptance of 

ABMs as a prominent and feasible tool to model CAS such as NBS for disaster risk reduction. 

 

Figure 12. Number of publication listed based on model purpose. 

 

Findings of Medina et al. (2020) show that more than half of the ABM articles reviewed applied 

ABMs to model the evacuation behaviour of agents (Figure 13). Evacuation models were used 

mainly by practitioners and engineers who look for a numeric answer in a complex system 

such as evacuations processes of cities where multiple actors are involved, interacting among 

themselves and with both the city and the potential hazard. Accounting about 26%, the second 

use of ABM models is in policy related disaster management studies. 

 

Figure 13. Distribution of articles based on the use of ABM in different disaster phases. 

 

Zooming specifically to FRM (Flood Risk Management), the use of ABMs in FRM studies has 

been limited though it is gaining more attention in this decade. Researchers have been 
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developing ABMs to investigate both operational level and strategic level flood risk reduction 

strategies. For example, Mustafa et al. (2018) used a spatial ABM and a 2D hydraulic model 

to investigate the impacts of spatial planning policies on future flood risk for a case study of 

Wallonia, Belgium. The ABM simulates urban expansion and densification in flood zones for 

multiple urbanization scenarios and for flow discharges corresponding to 25-year, 50-year and 

100-year recurrence intervals. Their study focuses only on the elements-at-risk, especially the 

exposure of buildings, and do not address the vulnerability of agents. In contrast, Sobiech 

(2012) developed an ABM to explore vulnerability dynamics, risk behaviour and self-protection 

preferences of household agents against fluvial and coastal flooding in the German North Sea 

Coast. Individual, relational and spatial aspects influence the agent’s decisions to apply self-

protection measures. Though the social vulnerability dynamics is based on empirical evidence 

the model conceptualization does not explicitly capture the flood hazard and the spatial 

environment. 

Brouwers and Boman (2010) applied an ABM to test FRM strategies in the Upper Tisza River 

catchment, Hungary. The agents conceptualised in the ABM are property owners, insurer and 

the government. Floods occur due to dyke failure or seepage. The FRM strategies investigated 

include different government compensation rates for property owners and market-based 

insurance compensations in case of flood damages. Haer et al. (2016) evaluate flood risk 

communication strategies in relations to individuals’ social network and their decisions to 

implement measures using ABMs. Their conceptualization includes household agents and the 

attitudes and decisions agents make to purchase flood insurance, use flood barriers or 

implement adaptation measures to reduce flood risk. The communication strategies evaluated 

are people-centred and a more limited top-down approach in the Rotterdam-Rijnmond region, 

the Netherlands. Tonn and Guikema (2017) also used an ABM to analyze how flood protection 

measures, individual behaviour, and the occurrence of floods and near-miss flood events 

influence community flood risk. The agents in the ABM are households that also implicitly 

represent the community. The model conceptualisation includes FRM measures such as 

building a dyke, elevating homes and elevating equipment; and moving out of the area based 

on agents risk perception and neighbours influence. The model was developed for a case 

study area in Fargo, North Dakota, USA. 

Löwe et al. (2017) coupled an agent-based urban development model with a hydrodynamic 

flood model to assess city development, climate change impacts and flood adaptation 

measures. The adaptation options include a master plan controlling future urban development, 

reducing exposure through property buybacks, rainwater harvesting facility and increasing 

drainage pipe capacity. The model is tested for a pluvial flooding case in Melbourne, Australia. 

Dubbelboer et al. (2017) developed an ABM to simulate the vulnerability of homeowners, and 

to facilitate an investigation of insurance mechanisms. The ABM focuses on the role of flood 

insurance, especially public-private partnership between the government and insurers in the 

UK and the re-insurance scheme Flood Re. The agents conceptualised in the ABM are 

homeowners, sellers and buyers, an insurer, a local government and a developer. Jenkins et 

al. (2017) utilised the ABM developed by Dubbelboer et al. (2017) to assess the interplay 

between different adaptation options; how risk reduction could be achieved by homeowners 

and government; and the role of flood insurance in the context of climate change. Both studies 

applied the ABM for a surface water flood risk case of London, UK. 

Liu and Lim (2018) developed an ABM to simulate a range of evacuation scenarios in flood 

emergencies in Brisbane, Australia. The flooding considered in the study is a fluvial one, from 

the Brisbane River. The agents conceptualized in the model are vehicle-based evacuees in 
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which the evacuation is affected by departure times and communications between informed 

and regular evacuees. Similarly, Dawson et al. (2011) estimate the likely exposure of 

individuals to flooding under different storm surge conditions, defence breach scenarios, flood 

warning times and evacuation strategies using an ABM. Their model conceptualization 

includes traffic simulation, risk to life in terms of exposure to certain depth and velocity of 

floodwater, and economic damage assessment. They model the coastal flooding due to storm 

surge using a simplified raster-based inundation model. 

 
Table 2 presents a summary of applications of ABMs for environmental management and 
nature based solutions. 

Application Description Remarks  
Water Management   

SHADOC: Viability of 
Irrigated Systems in the 
Senegal River Valley 

SHADOC was develop for simulating scenarios 
of collective rules and individual behaviours. It 
focuses on water and credit distribution in 
irrigation systems issues. Farmers are the main 
agents. It was applied in a case study of the 
Senegal River Valley. 

 Barreteau and 
Bousquet (2000); 
Barreteau et al. 
(2004) 

MANGA: Collective 
Rules of Water 
Allocation in a 
Watershed 

MANGA was developed to improve the 
collective management of water resources by 
testing consequences of particular water rules. 
The model takes into account farmers and water 
supplier agents who negotiate with each other to 
get the water they want. 

 Le Bars et al. (2005) 

SINUSE: Viability of 
Irrigated Systems in the 
Senegal River Valley 

SINUSE was developed to simulate water table 
level and it’s interactions with the decisions of 
farmers (agents). It was applied for farmers in 
Tunisia. 

 Organization at 
Watershed level 

 Cormas platform is 
used. 

 Feuillette et al. 
(2003) 

Water Management and 
Water Temple Networks 
in Bali 

The model was re-implemented in Bali to 
investigate the system of temple level for 
coordination. Water management and water 
temple networks of 172 villages were simulated. 

 Organization at 
Watershed level 

 Lansing and Kremer 
(1993); Janssen 
(2007) 

 
Limbukha: Viability of 
Irrigated Systems in the 
Senegal River Valley 

Limbukha was developed to facilitate water 
management negotiations in Bhutan. It was 
applied for the Lingmuteychu Watershed, 
Bhutan. The communications between Farmer 
agents and the sharing irrigation water were 
simulated.  

 Organization Village 
level 

 Cormas platform is 
used 

 Gurung et al. 
(2006) 

Forestry   

LUCIM: Deforestation 
and Afforestation in 
South-Central Indiana 

The LUCIM is developed to improve the 
knowledge of the interaction between human 
activities and forest patterns. Farmers are the 
agents and actions are deforestation and 
afforestation. Simulations are analysed 
considering the impact of ecological, social or 

 Organization at state 
level 

 Hoffmann et al. 
(2002) 

Table 2 Application of ABMs for environmental management and NBS 
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Application Description Remarks  
economic factors. The model was applied to a 
case study of artificial landscape in Indiana, 
USA, during the last 200 years. 

Forest Plantation Co-
management 

The model was developed to facilitate 
negotiations between stakeholders for growing 
trees. It simulates scenarios of collaboration 
between stakeholders (developer, smallholder, 
broker, government) as agents and both 
biophysical and economic indicators to provide 
the impact on forest landscape and smallholders 
incomes. The model was applied to a case study 

of forest plantation co-management in 
Indonesia. 

 Organization at 
forest massif level 

 Purnomo and 
Guizol (2006); 
Purnomo et al. 
(2005) 

Nature Based Solutions   

Water runoff and 
catchment improvement 
by NBS promotion in 
private household 
gardens 

A Netlogo model was developed to simulate the 
water runoff and retention capacity in private 
gardens with and without NBS to improve water 
management at the household level and in 
urban level. Agents considered in the model are 
resident garden owners who might change their 
gardens based on three factors: motivations, 
abilities, and willingness. There are three types 
of private gardens and the type of NBS is not 
specified. The model has two key outputs: 
changes in the number of gardens and the 
runoff across the city at a cumulative level. The 
model was applied to four case studies of 
Nature4Cities project. 

 NBS at household 
level 

Urban heat mortality 
impacts reduction 
through NBS 

A model was developed in Netlogo to simulate 
the impact of heatwave in the city in local 
mortality. The focused agents are elderly 
citizens. The simulation would investigate the 
effectiveness of NBS on lowing indoor 
temperature and its impact on reducing mortality 
rates. The model was applied to four case 
studies of Nature4Cities project. 

 NBS at urban level 

Socio-economic and 
commercial 
development resulting 
from NBS changes 

A model was developed in Netlogo to assess the 
change of commercial activities due to the 
development of large NBS. Two types of agents 
are considered: residents (customers) and shop 
owners. NBS has the potential effect of visiting 
and shopping intentions and the change due to 
NBS is simulated. The indirect economic benefit 
of NBS on a neighbourhood’s economic 
structure is an added value of the modelling. 
The model was applied to four case studies of 
Nature4Cities project. 

 NBS at urban level 

 
The NBS models described in table 2 were developed in the framework of the EU project 
Nature4Cities. The three ABMs targeting the effect of NBS on water runoff, heat mortality and 
commercial development were also tested in four European cities.  Since, there are not many 
applications of ABMs developed specifically for NBS a brief summary of their finding is 
presented next.  
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The water runoff ABM model considered the influence of the transformations of private gardens 

own by different private garden owners (proud gardener and backyard barbeque segments) to 

urban water runoff control. The gardens are categories into three types: paved gardens, 

partially green gardens, and green NBS based gardens. The urban heatwave model considers 

green roofs as NBS in simulations. It was used to investigate the influence of reduced indoor 

temperature due to green roofs on heatwave mortality of elderly citizens. The commercial 

development model assesses the change of commercial activities of small retail shops due to 

the development of large NBS.  

The case of Szeged, Hungary, where the green waterfront NBS is used as a green space. 

Results from the water runoff model show substantial difference from two garden owners. The 

majority of transformed gardens become green NBS based gardens and partially green 

gardens for proud gardeners and backyard barbeques, respectively. Three measures 

(gardening knowledge workshops, gardening network group organisers, and subsidies) have 

no effect to backyard barbeques while the measure of subsidies has large effect for proud 

gardeners. The result also shows the combination of measures can have different effects for 

different segments. There is a non-measurable impact on total water runoff for backyard 

barbeque segments while, for proud gardeners, private garden based NBS promotion can 

reduce water runoff by 5% to 10%. The urban heatwave model shows that if the green roofs 

implementation reduces the indoor temperature by 3˚C for 2016, it will generate a reduction of 

80% heatwave mortality for elderly people. The simulations also show an increase in the 

mortality rate for future years as the urban temperature rise due to climate change. The 

commercial development model indicates no substantial difference for different initial number 

of retail shops in model runs. The location of the shops was related to green spaces: the 

majority were in green spaces. 

In the case study area in Alcalá de Henares, Spain, where the edible forest NBS is used as 

a green space in the project. The water runoff model results show the majority of transformed 

gardens become partially green gardens for backyard barbeques. In case of proud gardeners, 

50% of transformed gardens become green NBS based gardens. There is no effect of 

measures to backyard barbeques while the measure of subsidies has large effect for proud 

gardeners. There is a non-measurable impact on total water runoff for backyard barbeque 

segments while, for proud gardeners, private garden based NBS promotion can reduce water 

runoff by 10% to 20%. The urban heatwave model shows a reduction of 76% heatwave 

mortality for elderly people as long as the green roofs can reduce 3˚C of the indoor temperature 

for 2016.  The reduction of mortality rate due to the heat stress remains significant for future 

years. The commercial development model indicates no substantial difference for different 

initial number of retail shops in model runs. In this case, most of the shops are located at 

residential centres further away from larger greenspaces. 

In the area of Città Metropolitana di Milano, Italy. The simulation of water runoff model 

shows few transformed gardens for backyard barbeques compared to proud gardeners. The 

influence of measures is negligible for backyard barbeques while the measure of subsidies 

increases largely the motivational and ability factors for proud gardeners. Also, combining 

measures can lead to better results. There is a non-measurable impact on total water runoff 

for backyard barbeque segments while, for proud gardeners, private garden based NBS 

promotion can reduce water runoff by of up to 5%. The simulation of urban heatwave model 

indicates no reduction of the heatwave mortality in all runs. This can be explained due to no 

substantial mortality impact from heatwave in the area. The commercial development model 
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shows similar results from previous cases while most of the shops are located mostly in 

residential centres at reasonable distance from larger greenspaces. 

In the study area of Çankaya Municipality, at the south-east portion of Ankara, Turkey. The 

METU forest NBS is identified as a green space in the simulation. Results from the water runoff 

model also show substantial difference from two garden owners. The case study area already 

has mostly green gardens. All of the transformed gardens become green NBS bases gardens 

for proud gardeners. The measures of subsidies have large influence for proud gardeners. The 

combination of measures also has medium effect on backyard barbeques indicating the 

combination of measures can have different effects for different segments. There is no 

measurable impact on total water runoff for backyard barbeque segments while, for proud 

gardeners, private garden based NBS promotion can reduce water runoff by the order of 

magnitude of 5% to 10%. The Results from the urban heatwave model indicate that green 

roofs do not have substantial effect on the heatwave mortality reduction due to the limited 

heatwave impact in 2016. However, the reduction impact becomes increasingly prominent in 

the area for future years. The commercial development model indicates no substantial 

difference for different initial number of retail shops in model runs. In this case, most of the 

shops are located at residential centres further away from larger greenspaces. 
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5 CAS modelling applications 

5.1 Model integration 

Studying CAS requires understanding the social, economic, governance and physical 

processes, their interactions and the feedbacks. As a result, an integrated assessment of the 

processes in which knowledge from diverse scientific disciplines are combined, analysed, 

interpreted and communicated to better understand the complex phenomena is essential 

(Rotmans and Van Asselt, 1996). One prominent method of performing an integrated 

assessment for both scientific and policy analysis is by integrating expert models (ibid). 

Integrated environmental modelling (Laniak et al., 2013) and multimodel ecologies (Bollinger 

et al., 2015) are two examples showing the relevance and applications of model integration in 

complex environmental and sustainability problems.  

Integrated modelling is a “method that bring[s] together diverse types information, theories and 

data originating from scientific areas that are different not just because they study different 

objects and systems, but because they are doing that in very different ways, using different 

languages, assumptions, scales and techniques” (Voinov and Shugart, 2013, p. 149). In 

general, “the term integrated … convey[s] a message of holistic or systems thinking … while 

modeling indicates the development and/or application of computer based models” (Laniak et 

al., 2013, p.5). There are two ways of model integration (Voinov and Shugart, 2013):  

a) Integral models: data from various scientific fields are collected, processed, translated 

into one formalism and modelled as a whole. Such models are developed commonly 

based on the same modelling approach. 

b) Integrated models: already built domain models are assembled for more complex 

system representations. Such models are made out of two or more relatively 

independent components that can operate on their own and are based on different 

modelling approaches. 

In RECONECT, the focus is on the second approach as we develop integrated models to study 

human-nature interactions. One of the most commonly used modelling type to develop 

integrated models is using a coupled component model approach (Kelly et al., 2013). These 

models loosely or tightly couple a process-based biophysical model (for example, a 

hydrodynamic flood model) with a social and economic model (for example, an ABM). The 

advantages of coupled component models include they explore dynamic feedbacks and they 

may incorporate detailed representations of the studied system. The challenges of developing 

the models include the difficulty in conceptually and technically linking legacy models as they 

are developed in advance, and balancing between the complexity of component models and 

time and resources limitations to develop and run the models.  

Although done iteratively, model integration follows five phases (Belete et al., 2017):  

1. Pre-integration assessment: in this phase, experts set problem statements for a study 

area, conceptualize the system and its components, define scenarios, define the 

methods of analysis, and set constraints and solution criteria.  

2. Preparation of models for integration: this phase is mainly related to software 

engineering considerations such as selecting the programming language, model 
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development, model modification in case of existing models, and developing wrappers 

for language interoperability.  

3. Model orchestration: this phase is about identifying the component models that will be 

coupled, establishing the links between the components, defining and executing 

workflows, and defining the sequential or iterative exchange of data between 

components.  

4. Data interoperability: in this phase, the main issue to address is if data exchange 

between component models is unambiguous, correctly mapped and translated, and 

the dataset is formatted in the required format.  

5. Testing: this phase includes integrated model verification, model output validation and 

uncertainty quantification. 

 
As discussed in section 4.4 there are not many ABM model applications developed for 
assessing NBS implementation and its effects or impacts in other subsystems.  This is also 
true for the case of frameworks to integrate ABMs with other models to explicitly assess 
benefits. In the case of the project Nature4Cities the proposed ABM models are run or tested 
independently and there is not description on integration. In such a way that the multi-
functionality and multi-benefits of different NBS technologies implementation on the same case 
study area cannot be assessed.  According with Ge and Polhill (2020) in Sang (2020) (Chapter 
2 of Modelling of Nature Based Solutions), there is hardly any large scale ABM of CHANS 
developed or applied in the real world is an indication of the complexity of the task, data 
requirements and computational capacity among other issues.  
 
One recent work in this regard is the coupled flood-agent-institution modelling (CLAIM) 
framework by (Abebe et al., 2019), which was developed in the framework of the PEARL 
project and RECONECT.  The CLAIM framework and its application to two case studies (Saint 
Maarten and Hamburg) is presented in the next section.  
 

5.2 Coupled flood-agent-institution modelling (CLAIM) framework 

As highlighted by Filatova et al. (2013), since ABMs primarily focus on human behaviour, 

integrating them with other domain modelling methods better inform policy challenges in 

coupled human-natural systems. For example, to study the effect of NBS in flood risk 

management, ABMs can be integrated with physically based flood models to analyse the 

policies (or policy implementations) that affect flood hazard, vulnerability and exposure. One 

recent work in this regard is the coupled flood-agent-institution modelling (CLAIM) framework 

by (Abebe et al., 2019). CLAIM is a modelling framework that is designed to capture and 

conceptualize coupled human-flood systems. It helps to decompose and conceptualize human 

and flood subsystems, and to lay out the levels of interactions between and within the 

subsystems. In CLAIM, policies, regulations, laws, plans, ordinances, norms and cultures, 

which are collectively referred to as institutions (Crawford and Ostrom, 1995), are 

conceptualized as drivers of flood hazard and communities vulnerability and exposure. Hence, 

CLAIM is used to understand the effects of institutions, and model outputs can provide relevant 

policy evaluations for decision-makers.  

CLAIM has five components – agents, institutions, urban environment, physical processes and 

external factors – as shown in Figure 14. 



(CAS tools for NBS) - (D1.6)  

© RECONECT - 47 - (28) (February) (2021) 

 

1. Agents are a representation of an individual or composite actors/stakeholders in a 

model. Agents have internal states, behaviours and an environment. Agents are social, 

and their actions and interactions are defined by their behaviours.  

2. Institutions are rules, norms and strategies in which observed patterns of interactions 

among actors are based on common understandings, shared perceptions or mutual 

expectations (Crawford and Ostrom, 1995). Agents and institutions have a two-way 

relationship - agents formulate institutions and institutions shape agents’ behaviour.  

3. The environment is the component that connects the human and flood subsystems. 

Agents live and build their livelihood and physical artefacts in the environment. Floods 

also occur in the same environment. Based on their behaviour and the institutions in 

place, agents implement measures on the environment to reduce flooding impacts.  

4. The physical processes are hydrologic and hydrodynamic components which include 

rainfall-runoff processes, runoff routing, storm surge and floods.  

5. The external factors are elements that affect the “local” agent-flood interactions but are 

not affected by the direct actions and interactions of agents in the local settings.   

 

Figure 14. CLAIM framework showing interactions among humans (agents and institutions), their urban 
environment, the physical processes that generate flood, and external factors. 

Using CLAIM, the human subsystem is modelled with ABMs and the flood subsystem is 

modelled with numerical hydrodynamic models. To structure and conceptualize the human 

subsystems by emphasizing on institutions, and to build ABMs, the MAIA (Modelling Agent 

systems using Institutional Analysis) meta-model (Ghorbani et al., 2013) is utilized in CLAIM 

as it provides a comprehensive modelling language. MAIA is the only agent-based modelling 

language that systematically and explicitly incorporates institutions into models. The MAIA 

meta-model is organized into five structures: social structure defines agents and their attributes 

such as properties, behaviour and decision making; institutional structure defines the social 

context such as role of agents and institutions that govern agents’ behaviour; physical structure 

defines the physical aspects of the system such as infrastructure; operational structure defines 

the dynamics of the system; and finally, the evaluative structure defines the concepts that are 
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used to validate and measure the outcomes of the system (for further discussions and 

application of MAIA, see Verhoog et al., 2016). 

5.3 Coupled ABM-flood model in the case of Sint Maarten 

Sint Maarten is a Caribbean island state located in the North Atlantic Ocean (see Figure 15) 

and subject to frequent hurricanes (Vojinovic and van Teeffelen, 2007). The potential impact 

due to hurricanes and isolated heavy rainfalls has increased considerably over the recent 

years due to economic and population growth on the island. Reflecting on previous disasters, 

it is apparent that the disaster prevention, preparedness and mitigations on the island have 

not been sufficiently developed to be able to cope with potential disasters.  

For Sint Maarten authorities, the ability to address and minimize the risk of flood related 

disasters represents a major challenge. Hence, a policy plan was drafted to improve disaster 

management on the island. The Government of Sint Maarten is also drafting a national 

development plan (NDP). With the plan, the government will introduce building codes and 

suggest floor-height elevations for flood-prone areas to reduce flood risk. This cases study 

conceptualizes the FRM in Sint Maarten using CLAIM and builds a coupled ABM-flood model. 

We will analyse the implications of policies (i.e., institutions) and evaluate how different agents’ 

responses to existing and future policies influence the overall flood risk. 

5.3.1 Decomposing concepts using CLAIM 

Before building the coupled model, we first decompose the coupled human-flood system of 

Sint Maarten FRM into the five elements of CLAIM, i.e., agents, institutions, urban 

environment, physical processes and external factors. The agents included in this study are 

household agents and a government agent. The institutions identified are Beach Policy, a 

Building Ordinance and a Flood Zoning Policy. The urban environment includes the island, 

houses on the island and the flooding. The physical processes are related to pluvial and 

coastal floods. The sources of flood are rainfall for inland flooding and hurricane induced surge 

for coastal flooding. In this case study, we do not consider any external economic and political 

factors that may affect the human-flood interaction in Sint Maarten.  
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Figure 15. Map of Sint Maarten showing the elevation ranges and flood zones in shades of red. The 

flood zones are delineated as part of the draft NDP. If the FZ is put into work, household agents must 

elevate new houses constructed in the light, medium and dark red zones by 0.5m, 1.0m and 1.5m, 

respectively.  

5.3.2 Building the agent-based model 

To model the human subsystem, we develop an ABM using the Repast Simphony 

development environment (North et al., 2013). The ABM is built by describing the concepts 

related to the agents and institutions, which are mentioned in Section 5.3.1, using the MAIA 

language.  

Social structure:  we have identified two key agents: household agents and government 

agent. The household agents are individual agents that represent the residents of Sint 

Maarten. These agents make decisions on whether to implement policies that are devised by 

the Government of Sint Maarten to reduce flood risk. Household agents are characterized by 

location and elevation, and they have houses. We assume that there are only residential 

houses; a household owns only one house; and the agents have a static location. 

The government agent in our conceptualization is a composite agent that comprises the 

Permits, the Inspection and the New Projects and Management Departments of the Ministry 

of Public Housing, Spatial Planning, Environment and Infrastructure of the Government of Sint 

Maarten. The three departments play a major role in designing, regulating and inspecting 

urban planning policies that shape the hazard and household agents’ exposure and 

vulnerability. The government agent is characterized by level of enforcement. 

Institutional structure: We have also identified three formal institutions to shape the 

human-flood interaction. These institutions are the Sint Maarten Beach Policy (BP), the Sint 

Maarten Building Ordinance (BO) and the Flood Zoning (FZ) under the NDP. The BP forbids 
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construction works within 50m from the coastline. It is ratified mainly for the purpose of 

protecting beaches’ recreational value. However, the policy implementation can have a direct 

effect on the exposure of household agents. The BO and FZ are drivers of the vulnerability of 

household agents because agents are obliged to elevate the floor of new houses. The 

difference between the two is that the BO requires a minimum floor elevation of 0.2m 

irrespective of the location of a house while the FZ requires floor elevations of 0.5m, 1.0m or 

1.5m depending on the delineated flood zones as shown in Figure 15. The BP and BO are 

existing institutions while the FZ is in draft phase. 

We assume that all household agents know about all the institutions, and corresponding to the 

policies, agents have attributes that reflect their behaviour. As agents may not behave in the 

same way for all institutions (e.g., an agent may build an elevated house but 20m from the 

coastline), each household agent has three parameters that correspond to the compliance of 

the three institutions. Agents’ behaviour parameters are assigned randomly. For the 

institutions, we specify threshold compliance values in which agents comply with the 

institutions if their behaviour parameter is less than or equal to the compliance threshold. For 

example, if the threshold value of the BO is 0.8 (assuming about 80 percent of new agents 

comply with the BO) and the randomly generated BO compliance of an agent is 0.7, the agent 

will comply with the policy and raise its house by 0.2m. We assume that all the households 

who build new houses can afford the extra cost incurred in raising the floor levels. 

Physical structure: we considered the whole island including part of the Atlantic Ocean as 

the urban environment. The ocean is included to study impacts of coastal floods. The urban 

environment is represented by a digital terrain model (see Figure 15). Houses in the island are 

part of the physical component. The houses are characterized by location, elevation and floor 

height. Household agents may raise the floor of houses by 0.5m, 1m and 1.5m if they are 

located in one of the three flood zones and follow the FZ or by 0.2m if they follow the BO. 

Operational structure: in this structure, we define agents’ actions and interactions. 

Agent related actions are making plan to build a house, implementing the policies depending 

on the location of the plan and building the new house. For example, if the location of a house 

in the plan is 20m from the coastline and there is strict enforcement of the policy, the 

government agent will not give building permit and there will not be new house. Whereas, if 

there is low enforcement of the policy, there will be a new house with potential exposure to 

coastal flooding. Flood related actions described in the operational structure are updating 

catchments’ imperviousness, running the flood model executable, processing result file, 

uploading flood map and assessing impact. 

5.3.3 Building the flood model 

The hydrologic and hydrodynamic processes included in the coupled model are rainfall-runoff 

processes, one-dimensional channel flows, two-dimensional floodplain flows and hurricane 

induced storm surges. As a result, the flood impacts on the island are attributed to inland and 

coastal floods. Agents’ dynamics such as an expansion of built-up areas on the island may 

affect the inland flood hazard. The institutions mentioned above does not directly affect the 

flood hazards, but mainly the exposure and vulnerability of agents. 

We build the flood model using the MIKE FLOOD environment which couples MIKE11 and 

MIKE21 (DHI, 2017a). In the flood model developed, which is an updated version of the model 

presented in (Vojinovic and Tutulic, 2009), MIKE11 is used to model the rainfall-runoff 

processes and flows in the drainage channels. We only use design rainfalls of 5yr, 10yr, 20yr, 
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50yr and 100yr recurrence intervals. We assume that any rainfall magnitude below the 5yr 

recurrence interval does not result in a flood. For rainfall-runoff analysis, we use the unit 

hydrograph method with SCS runoff curve number (DHI, 2017b). MIKE21 is used to model 

coastal flood and inland flood flows in the urban floodplains.  

5.3.4 Coupling ABM and flood model 

The coupling of the ABM and flood model is dictated by the rainfall time series shown in Figure 

16. Since the agent dynamics defined in the operational structure occur continuously, the ABM 

runs in all the time steps. The MIKE FLOOD model, to the contrary, is executed only if there is 

a flood generating rainfall in a given time step. For example, in the first time step, since there 

is no flood generating rainfall, only agent-related actions are executed. When time step is 2, 

there is a rainfall with a recurrence interval of 100yr, and hence, all agent and flood related 

actions defined in the operational structure are executed. Then, the flood map generated from 

the MIKE FLOOD model is used to assess the impact. Because of lack of flood depth-damage 

relationship data for Sint Maarten, we assess impact based on the number of flooded houses. 

 

Figure 16. Input rainfall time series. It shows discrete recurrence intervals in years assuming that there 

is a maximum of one major flood event per time step. 

The only agent dynamics that affect the flood hazard is the increase in impervious surfaces 

due to urban development. We update catchments’ curve number based on the number of 

new houses built in a given catchment to reflect the increase in imperviousness. Since the 

decisions made by agents related to the three policies only affect their exposure and 

vulnerability, the flood model characteristics do not change in response to the implementation 

of these policies. 

5.3.5 Simulation execution and results  

We design an ABM experimentation to test the effect of the three institutions in reducing flood 

risk. For that purpose, we design a full factorial experiment setup by varying the institutions 

threshold values as follows: 

 the BO compliance threshold value is varied between 0.5 and 1 with a space of 0.25  

 the FZ compliance threshold value is varied between 0 and 1 with a space of 0.25 

 the BP compliance threshold value is varied between 0 and 1 with a space of 0.25  
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We instantiate the simulations with 12000 households and run each experiment for 30 time 

steps with similar design rainfall time series (shown in Figure 16). We assume that a maximum 

of one flood event happens in a given time step where a time step represents one year. 

The results in Figure 17 show the number of flooded houses in response to agents’ compliance 

rate of the BO and FZ. Figure 17 (a) and (c) correspond to new houses whereas Figure 17 (b) 

and (d) correspond to all the houses on the island. In general, irrespective of the institution, 

the number of flooded houses is higher with lower compliance rates, and it increases in time 

as the number of houses increases.  

Figure 17 (a) and (c) show, for the same rate of compliance of both the BO and the FZ, not 

complying with the BO results in higher number of flooded houses compared to not complying 

with the FZ. In addition, change in compliance rate values, for example, an increase in 

compliance rate from 0.5 to 0.75, has bigger effect in case of not complying with BO than not 

complying with FZ. The reason is that the BO affects the vulnerability of agents in the whole 

island while the FZ affects small portions of the island. The areas delineated as flood zones 

are already well developed and not a lot of agents are affected by the FZ.  

Results shown in Figure 17 (b) and (d) also follow the same reasoning. Increase in the rate of 

compliance of BO has bigger effect on the total number of flooded houses. That is observed 

more at the end of the simulations with increase in number of houses. The figures also show 

that in 25 years, i.e., from time step 4 to 29, the number of flooded houses because of a rainfall 

with 5yr recurrence interval rises by more than 20% (in case of BO compliance rate of 0.75 in 

Figure 17 (d)). This is mainly attributed to the increase in the number of new houses in areas 

exposed to flooding.  
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Figure 17. The effects of FZ and BO on the number of flooded houses in time. (a) and (b) show the 

number of flooded houses that do not comply with the FZ and the total number of flooded houses, 

respectively, for FZ compliance rates between 0 and 1. Except the FZ compliance rates, all the other 

parameters were kept the same. (c) and (d) show the number of flooded houses that do not comply with 

the BO and the total number of flooded houses, respectively, for BO compliance rates between 0.5 and 

1. Except the BO compliance rates, all the other parameters were kept the same. 

 

Figure 18 shows the effect of the BP on the exposure of agents. In both cases of BPs that 

forbids construction within 50m and 100m from the coastline, increasing the compliance rate 

has a minor effect on the total number of flooded houses. Moreover, widening the no-

construction zone from 50m to 100m, has a marginal improvement on the total number of 

flooded houses only at the end of the simulation period. The reason is that as in the case of 

the FZ, the BP also does not impact all agents. And, the coastal flooding affects localized areas 

and most part of the coast is not prone to flooding with the current model setup. 
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Figure 18.The effect of BP on the number of flooded houses in time. (a) and (b) show the total number 

of flooded houses for BP that forbids building of houses within 50m and 100m of the coastline, 

respectively, and for BP compliance rates between 0 and 1 in both cases. Except the BP compliance 

rates, all the other parameters were kept the same. 

5.4 Coupled ABM-flood model in the case of Hamburg, Germany 

We develop a coupled ABM-flood model to evaluate households’ flood vulnerability reduction 

behaviour for the FRM case of Wilhelmsburg, a quarter of Hamburg, Germany. The 

Wilhelmsburg quarter is built on a river island formed by the branching River Elbe, as shown 

in Figure 19. Most areas in Wilhelmsburg are just above sea level. Thus, flood defence ring of 

dykes and floodwalls protect the quarter. In 1962, a hurricane-induced storm surge (5.70 m 

above sea level) overtopped and breached the dykes, and more than 200 people lost their 

lives and properties were damaged due to coastal flooding in Wilhelmsburg (Munich RE, 

2012). As a result, the authorities heightened and reinforced the coastal defence system.  

Residents have high reliance on the dyke protection system. The reliance on public protection 

is promoted by the authorities, who do not encourage the implementation of individual flood 

risk reduction measures referring to the strength of the dyke system. On the other hand, the 

authorities disseminate warning and evacuation strategies to the public, acknowledging that 

there can be a flood in future. There is a probability that a storm surge bigger than the design 

period of the coastal defence may occur in the future, and climate change and sea level rise 

may even intensify the event. Hence, protecting houses from flooding should not necessarily 

be the responsibility of the authorities. Households should also have a protection motivation 

that leads to implementing measures to reduce flood risk. 
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Figure 19. A map of the study area of Wilhelmsburg. The red polygon shows Wilhelmsburg’s coastal 

protection ring of dykes and walls. The study focuses on residential housings within the protected area. 

The buildings shown in the map are only those that are part of the model conceptualisation. The inset 

maps in the right show the map of Germany (bottom) and Hamburg (top). (Source: the base map is an 

ESRI Topographic Map). 

5.4.1 CLAIM decomposition and model setups 

Here also, we use the CLAIM framework to decompose and structure the FRM case of 

Wilhelmsburg as CLAIM provides the means to explicitly conceptualise household behaviour 

and decision making, households interaction among themselves and with floods, and 

institutions that shape household behaviour. The agents, institutions and urban environment 

components of the CLAIM framework are part of the ABM. The hydrologic and hydrodynamic 

processes and some part of the urban environment are included in the flood model. There is 

no external institution conceptualised in this model. Although there is a European Union Floods 

Directive that requires member states such as Germany to take measures to reduce flood risk, 

it does not specify the type of measure implemented. In Wilhelmsburg, the authorities invest 

primarily on the dyke system; hence the implications of the Floods Directive on individual 

adaptation measure is not relevant in this study. 

5.4.2 Agent-based model setup 

Agents:  we identified two types of agents – the household and the authority agents. 

 The household agents are representations of the residents of Wilhelmsburg. These 

agents live in residential houses. The actions they pursue include assessing the flood 

threat, decision on coping alternatives, implementing adaptation measure, and 

assessing direct damage. The agent attributes related to flood threat assessment are 

flood experience, reliance on public protection, perception of climate change and 

source of information about flooding. The attributes related to the coping decision 

making are direct flood experience, house ownership and household income. 
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 The authority agent represents the relevant municipal and state authorities that have 

the mandate to manage flood risk in Wilhelmsburg. This agent does not have a spatial 

representation in the ABM. The only action of this agent is to provide subsidies to 

household agents based on the policy lever defined in the experimental setup of the 

ABM.  

Urban environment: The Wilhelmsburg quarter that is surrounded by the ring of dykes and 

walls defines the urban environment (see Figure 19). The household and authority agents live 

and interact in this environment. In our conceptualisation, we focus only on household 

behaviour to protect their houses. Therefore, the only physical artefacts explicitly included in 

the conceptual model are residential houses, which spatially represent the household agents 

in the ABM. Houses also have types, which are classified based on “the type of building, 

occupancy of the ground floor and the type of facing of the building.” (Ujeyl and Rose, 2015, 

p.1540006–6). If a house is flooded, the potential building and contents damages of the house 

are computed in monetary terms based on the house type. A raster file represents the urban 

environment, and if floods occur, agents obtain information about flood depth at their house 

from the environment.  

Institutions: There is no institution, formal or informal, that influence household behaviour to 

reduce vulnerability. As a result, we will test hypothetical shared strategies that may have some 

effect on household agents flood risk. The institution related to the authority agent is that the 

agent may give subsidies, but it is not obliged to do so and faces no sanction if it decides not 

to provide subsidies. In our conceptualisation, households implement a specific primary 

measure or a secondary flood mitigation measure based on the category of a house they 

occupy. For example, as most single-family houses in Wilhelmsburg have two or three floors, 

household agents that live in such houses install utilities such as heating, energy, gas and 

water supply installations in higher floors. Household agents that live in bungalows implement 

flood adapted interior fittings such as walls and floors made of waterproofed building materials. 

Agents that live in garden houses and apartment/high-rise buildings implement flood barriers. 

The barriers implemented by garden houses are sandbags and water-tight windows and door 

sealing while the latter implement flood protection walls. Household agents that have already 

implemented a primary measure may also implement a secondary measure. This measure is 

adapted furnishing, which includes moving furniture and electrical appliances to higher floors. 

As most bungalows and garden houses are single-storey housings, they do not implement 

adapted furnishing. 

5.4.3 Flood model setup 

Hydrologic and hydrodynamic processes: Located in the Elbe estuary, the main 

physical hazard that poses a risk on Wilhelmsburg is storm surge from the North Sea. If the 

surge is high or strong enough to overtop, overflow or breach the dykes, a coastal flood occurs. 

The study only considers surge induced coastal flooding due to dyke overtopping and 

overflows. 

Urban environment: The dyke system is implicitly included in the hydrodynamic processes to 

set up the boundary conditions of overflow and overtopping discharge that causes coastal 

flooding. The conceptualization does not include any other infrastructure. 

The flood model in this study is based on extreme storm surge scenarios and two-dimensional 

(2D) hydrodynamic models explained in (Naulin et al., 2012; Ujeyl and Rose, 2015). The three 

storm surge events – Event A, Event B and Event C – used in this study has a peak water 
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level of 8.00 m, 7.25 m and 8.64 m, respectively (Naulin et al., 2012). Numerical 2D 

hydrodynamic models are used to calculate water levels and wave stages around the dyke 

ring. In turn, these data are used to compute the overflow and wave overtopping discharges 

for the three scenarios.  

To assess the flood hazard from the three scenario events, flood models that simulate coastal 

flooding are implemented. The model is developed using the MIKE21 unstructured grid 

modelling software (DHI, 2017c). The output of the hydrodynamic model relevant for the 

current study is the inundation map showing the maximum flood depth in Wilhelmsburg. This 

is because the main factor that significantly contributes to building and contents damage is the 

flood depth (Kreibich and Thieken, 2009).  

5.4.4 Coupled model factors and setup 

The input factors of the coupled ABM-flood model are grouped into two. The first group 

includes the initial conditions and parameters that are regarded as control variables. These 

include the initial percentages of households with flood experience, households with climate 

change perception, households occupying own house, households with high income and 

source of information. Varying these factors is not of interest for the model experimentation. 

The second group comprises of factors that are used to set up model experimentation and to 

evaluate the effect of household adaptation measures in FRM. These include subsidy 

parameter, shared strategy parameter, secondary measure parameter, social network 

threshold, mitigation measures adaptation duration and delay parameter. The flood event 

scenario, which is a randomly generated storm surge events series, is also in this group. 

The simulation period of the ABM is 50 time steps in which each time step represents a year. 

The number of household agents is 7859. Every simulation of parameter combinations is 

replicated 3000 times. 

5.4.5 Simulation execution and results 

 

We design an ABM experimentation to test the effect of the institutions on the adaptation 

behavior of agents and the related risk mitigation. For that purpose, we set up the values of 

some parameters as follows: 

 The subsidy lever is varied between 1 and 3 with a step of 1 in which 1, 2 and 3 

represent no subsidy, subsidy only for flooded household agents and subsidy for all 

agents that consider flood as a threat, respectively. 

 A delay parameter is varied between 1 and 10 with a step of 2. The delay parameter 

represents the average number of years agents take to actually implement a primary 

measure. 

 A secondary measure parameter is varied between 0 and 0.6 with a step of 0.2. The 

parameter determines a percentage of agents that implement secondary measures. 

 We evaluate two flood event scenarios by varying the time steps when the three flood 

events take place.  

 

Impacts of subsidies: The cumulative number of implemented primary measures plotted in 

Figure 20 shows that providing subsidies increases the protection motivation behaviour of 
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agents irrespective of the flood event scenarios. For example, in the case of Scenario 1 flood 

event series, the building damage mitigated increases by about 130% when a subsidy is 

provided to agents. However, giving subsidies either only to flooded agents or to all agents 

does not have a difference in the coping responses of agents. That is depicted by the 

overlapping curves of 𝑆𝑆 = 2 and 𝑆𝑆 = 3 in Figure 20. The result can be justified by the fact 

that (i) the subsidies only affect agents that implement permanent measures; and (ii) when a 

big flood event happens, it floods most of the agents, essentially levelling the number of agents 

impacted by 𝑆𝑆 = 2 and 𝑆𝑆 = 3. 

 

Figure 20. Impacts of subsidy on the adaptation behaviour of agents. The subsidy levers 1, 2 and 3 

represent no subsidy, subsidy only for flooded household agents and subsidy for all agents that consider 

flood as a threat, respectively. The left and right panels show simulation results with flood events 

scenarios of 1 and 2, respectively. 

 

Impacts of delay parameter: As shown in Figure 21, the percentage of agents that transform 

the coping behaviour to action decreases as the value of the delay parameter increases. When 

𝐷𝑃 = 1, all agents that developed coping behaviour implement adaptation measures at the 

same time step. However, when 𝐷𝑃 = 9 (i.e., when the probability that a coping agent will 

implement a measure at a given year is 1/9), the number of agents that implement measures 

is 75% of the number that develop a coping behaviour by the end of the simulation period.  

Furthermore, both the number of coping agents and agents that implemented measures 

decreases with increase in 𝐷𝑃 value. For example, when 𝐹𝐸 = 2 and the value of 𝐷𝑃 increases 

from 1 to 9, the numbers of coping agents and agents that implemented a primary measure 

drop by about 27% and 48%, respectively, at 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝 = 50. This also has a knock-on effect 

on the implementation of a secondary measure, which reduces by about 50%. Based on the 

outputs of the simulations, the delayed implementation of measures reduces the potential 

building and contents damage that could have been mitigated by €36.3 million and €8.7 million, 

respectively. 
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Figure 21. Impacts of the delay parameter on the adaptation behavior of agents. (a) shows the coping 

behavior of agents and (b) shows the cumulative number of agents that converted their coping behavior 

to action, i.e., implement primary adaptation measures. Simulations that generated the results are set 

with 𝑆𝑆 = 2. The left and right panels show simulation results with flood events scenarios of 1 and 2, 

respectively. 

 

Impacts of secondary measure parameter: Figure 22 (a) shows that the cumulative number 

of agents that implemented secondary measure increases as the parameter value increases. 

But, the rate of increase in secondary measure implemented is marginal especially for 𝑆𝑀𝑃 ≥

0.4, in both cases of subsidy levers. When flooded agents receive a subsidy, secondary 

measure implemented increases by about 1000 agents compared to the policy lever with no 

subsidy. Although the subsidy does not directly affect the implementation of secondary 

measures, it increases the implementation of primary measures, which in turn, increases 

secondary measure implemented. The only exception is when 𝑆𝑀𝑃 = 0; in that case, no agent 

implement secondary measure despite the subsidy lever. 

Similarly, Figure 22 (b) shows that the contents damage mitigated increases marginally with 

the increase in the 𝑆𝑀𝑃 value. The damage mitigated when 𝑆𝑀𝑃 = 0 is because some agents 

implemented flood adapted interior fittings, which are classified as primary measures, and 

these measures mitigate both building and contents damages. When there is a subsidy, the 

contents damage mitigated increases by about three folds for each of the 𝑆𝑀𝑃 values, except 

𝑆𝑀𝑃 = 0, compared to the policy lever with no subsidy. 
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Figure 22. Impacts of the secondary measure parameter on the adaptation behavior of agents. (a) 

shows the cumulative number of secondary measures implemented, and (b) shows the potential 

contents damage mitigated. The left and right panels show simulation results without subsidies and with 

subsidies for flooded agents, respectively. 

5.5 Extending CLAIM to model NBSs 

Some of the important characteristics of CLAIM are that: 

 CLAIM provides a holistic conceptualization and modelling of the human-flood 

interaction by incorporating the five main elements of a coupled human-flood system 

(i.e., agents, institutions, urban environment, physical processes that generate flood 

and external factors) 

 CLAIM is designed to be as generic as possible so that it does not constrain the 

conceptualization of a specific case study. The level of representation of each 
element during conceptualization varies based on the problem that is modelled, the 
modeller’s knowledge of the case study and the availability of data, among other 
factors. 

 CLAIM provides the means to explicitly model the human and flood subsystems using 

knowledge from the respective domains, and link the two subsystems dynamically to 
study their interactions. 

 

The holistic, generic and explicit design of CLAIM is an advantage in extending its use for 

modelling NBSs as a bridge between the human and nature (or environment) interaction. For 

example, in the case of Sint Maarten, a bigger flood event may cause major flooding as shown 

in Figure 23. To reduce the risk of such flooding, the government may implement NBS 
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measures such as a detention basin and channel restorations as shown in Figure 24 and 

Figure 25. These measures are considered as policy implementations, which a government 

agent executes before (as in a proactive planning) or after (as in a reactive planning) in an 

ABM. The government agent may also draft a policy so that individual agents must implement 

green roofs when they build new houses. The green roofs can also be introduced as shared 

strategies in which household agents implement the measures when the majority of the agents 

in the island implement the measure. In such a case, agent interaction can be conceptualised 

using a network analysis.  

 

Figure 23. Flood map for a 150mm/hr rainfall event in the Caribbean island of Sint Maarten. The left 

panel shows the Cul de Sac area, which suffers major floodings. 
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Figure 24. Potential locations of detention basins in the Cul de Sac area, Sint Maarten 

 
 

Figure 25. Examples of detention basins in the Cul de Sac area, Sint Maarten 
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If the NBS are multi-purpose, for example if they are implemented to mitigate multiple hazards 
or if they are also used for an ecological service, all related institutions can be conceptualised 
with CLAIM. For example, Figure 26 shows potential large scale NBS measures such as 
seagrass bed restoration, mangrove restoration and artificial reefs can be used to mitigate 
coastal flooding while providing necessary ecological services in Sint Maarten. 
 

 
Figure 26. Examples of NBS measures along the coastline area, Sint Maarten  

 

CLAIM can be used as a prototype to conceptualize the interaction of humans (decisions, 

actions) with all the hydro-meteorological hazards, ecosystem services and the NBS. For 

example, in a human-flood-ecosystem interaction study, one way of extending CLAIM is by 

incorporating coastal ecosystem and ecological processes as illustrated by Figure 27. The 

coastal ecosystem, especially the near-shore ecosystem, is where mangroves and seagrass 

grow and coral reefs are constructed to reduce coastal flooding in urban areas. The coastal 

ecosystem can be described by ecological processes such as physical, chemical and 

biological processes. These processes include energy flux (such as photosynthesis), carbon 

flux and nutrients flux. These processes are important in providing ecological services. Agents 

affect the coastal ecosystem through their action such as pollution and over utilization of 

services. These actions are governed by institutions such as coastal zone management and 

water quality management policies (for example, the EU Water Framework Directive7, the EU 

Recommendation on Integrated Coastal Zone Management8 and the US Shore Protection 

Act9). The ecosystems also define agents’ states through the services (for example, the 

amount of fish an agent catches or mangrove woods harvested).  

 

                                                     
7 https://ec.europa.eu/environment/water/water-framework/index_en.html 
8 https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32002H0413 
9 https://www.epa.gov/laws-regulations/summary-shore-protection-act 

Artificial reefs

Living breakwaters
https://stormrecovery.ny.gov/learn-more-about-living-breakwaters-project

Mangroves restoration

Seagrass bed restoration
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Figure 27. Extended CLAIM framework showing interactions among humans (agents and institutions), 

their urban environment, coastal ecosystem, the ecological processes that produce ecological services, 

the physical processes that generate flood, and external factors. 

 



(CAS tools for NBS) - (D1.6)  

© RECONECT - 65 - (28) (February) (2021) 

 

6 Outlook of CAS application to NBS  

After developing conceptual models, converting such models to an ABM software is a daunting 

task. The main reason is the “nature” of the ABM modelling paradigm. In hydrodynamic 

modelling, 2D surface water flow in any case study can be modelled using the shallow water 

equations – a mass equation and two momentum equations in the x and y directions. If a 

modeller knows the initial conditions, the boundary conditions and the model parameter values 

of any study area, an off-the-shelf hydrodynamic modelling software such as MIKE21 solves 

the equations numerically and provide outputs such as water level and discharge at each 

computational cell. Unfortunately, there is no universal way of describing human behaviour in 

an ABM, especially considering heterogeneous agents and their interactions. In fact, there is 

no such ABM software. There are only ABM development environments such as NetLogo and 

Repast Simphony that gives the platform to write lines of codes that describe the conceptual 

model. Thus, developing ABM software requires a “certain” level of programming skills. In 

relation to that, using different ABM development platform requires knowledge of different 

programming languages. For example, NetLogo uses a simplified logo language while Repast 

Simphony uses the Java programming language. Besides, as every case is different, the 

modeller needs to develop the ABM software for every case.  

 

In addition, modelling human-water interactions certainly requires an understanding of the 

scientific knowledge such as the phenomena to be modelled (for example, a flood event and 

its impact), underlying physical laws and scientific concepts (for example, flow equations and 

protection motivation theory) and statistical methods to analyse model outputs. However, 

subjective considerations that are gained through observation and experience are also 

important. In coupled ABM-flood modelling, the level of subjective considerations while 

developing the individual models varies considerably. In numerical flood modelling, as there 

are governing shallow water equations that define 1D and 2D flows, the room for subjectivity 

is relatively low. Modellers may benefit from prior experience but model schematization, 

including time and space discretization, should satisfy stability conditions. In contrast, the ABM 

paradigm requires more personal judgement, creativity and imagination than hydrodynamic 

modelling. Starting from the model conceptualization to the software implementation and 

results analysis, the ABM is prone to the subjective interpretation of the modeller. An element 

one modeller considers as an important aspect can be conceptualised as an assumption by 

another, which would essentially create a different model. Hence, an ABM model development 

would benefit from a team of modellers and problem owners participating in every stage to 

reduce the subjective bias of a single modeller. 

 

Another important aspect is conceptualizing and modelling two complex subsystems, i.e., the 

human and flood subsystems, which in turn comprise further complex subsystems requires a 

large amount of data. The inclusion of additional or nested subsystems requires a balance 

between better representation of a system (or “needed complexity”) and building a very 

complicated model (Sivapalan and Blöschl, 2015; Voinov and Shugart, 2013). Data for model 

validation is also a significant aspect to consider when setting up such models. In addition to 

the large data sets needed to build each model, running simulations may require substantial 

computational resources in which both models contribute. Urban flood modelling using 2D 
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hydrodynamic models present a high computational cost due to the smaller time step required 

to overcome simulation instability. Whereas, in the case of ABMs, the computational demand 

is related to a large number of repetitions and experiments required to evaluate the model 

setup. 

 

Visualization and stakeholder’s engagement 

 

As part of this work, we also aim to build an interactive visualisation tool akin to a decision 

support system or possibly a serious game accessible from one’s computer at home.  This 

visualisation tool would be invaluable because it would allow participants to explore the whole 

array of policies available to different types of agents, and understand their combined effects 

on the system. 

 

We plan to use one of the partners past experience developing similar tools, i.e. the Millbrook 

serious game (Khoury et al., 2018) shown in Figure 28 where participants were able to observe 

that changing crops in the neighbouring farms is cheaper and has a much greater effect than 

changing the water pipe infrastructure under the village to contain future flooding events. 

 

 
Figure 28. The Millbrook Serious Game screenshot – developed in 2017 by the University of Exeter  
 

Initially, the visualisation can be built by using the data and modelling results derived from the 

Hamburg case study. Once the prototype is sufficiently refined, the visualisation can then be 

reasonably extended to cover a second case study with additional specifics such as the work 

being done for Saint Maarten. 
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In the context of such as decision support system, we want to look at the resulting 

consequences of applying policies over decades of interactions between several 

interdependent systems. There is therefore more to be gained by connecting various relatively 

“shallow” models with relatively low precision rather limiting ourselves to fewer computationally 

expensive models with greater individual accuracy that will be lost as soon as it is combined 

with other less reliable measurements. After all, the added value resides mainly in the 

integration of the multi-disciplinary aspects of the problem i.e. combining together rough 

estimations of ecosystem diversity, return of investment, flood damages, and socio-economic 

indicators that just give “order of magnitude” type of results. 

 

We suggest a prototype combining different domains that could for example reflect the various 

types of agents present in the CLAIM system and their respective means of actuation e.g.  for 

institutions it could be different taxes, for urban planning agents, different surfaces of non-

permeable pavement allowed in one area, etc. 

Examples of domains that can be considered are: 

 Acceptance and adoption of technology   

 Stakeholders behaviour for technology implementation 

 Habitat enhancement/ benefits with NBS implementation  – nesting models with 
different scales (space and time )  

 Biodiversity 

 Pollution control 

 LUCC models – large scale for flood control (hurricane effects) – Mangroves and 
coastal measures 

 

Although the area presented in the visualisation would be localised to the case study, the time 
line considered could focus on short term consequences (one year) perhaps of greater interest 
to residents, medium term consequences (5 years) that could relate to return on investment 
periods for businesses, and finally longer term consequences (20 years or more) that could 
describe impact on ecosystems and more global aspects of the system under stress. 
 

The format of a Serious Game would make participatory modelling and engagement easier for 

a greater audience. Similarly, the relatively low degree of specialisation required to run 

“shallow” models and combine their outputs would mean that fairly generic research skills such 

as some experience converting data formats using scripting languages like Python would be 

sufficient to build the model behind the visualisation. Finally, the abundance of free software 

development tools makes the construction of either an online interactive visualisation or a 

downloadable application extremely cost effective. 
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